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NMEPEAMOBA

Moea € naue 308HiwiniM nPOAGOM OYXYy HAPOOiE:
MO8a HAPOOY € 11020 OyX, I OyX HAPOOY € 1020 MO8a
(Binveenom ¢pon I'ymoonvom)

IIpotsarom GaraThoX BiKiB JOCTITHUKH 3BEPTAIOTH OCOOJIMBY yBary Ha CJIOBO
SIK MOBHHI 3HaK, SKAU € HEPO3PHBHUM 3B’SI3KOM 3HAKOHOCIS, 00’€KTa Ta HOro
MeHTaJIbHOI iHTeprperalii. CIIOBO € 30BHIIIHIM TPOSBOM AyXy HapojiB, 00
«03Hauye» pe3yJbTaTH IMi3HABAIBHOI MISTIBHOCTI JIFOMUHHU Ta 3aKOHOMIPHOCTI
HaIllOHAJILHOTO OavyeHHs CBiTy. BuBueHHs mpupoau i cyTi cioBa, ioro gopma-
JbHUX, CEMAaHTUYHUX Ta (PyHKUIHHMUX ACHEKTIB HAJISKUTh 0 LAPUHU JIEKCUKO-
sorii. Y CTpyKTypi KOHTPAacCTHBHOI JIIHTBICTUKM BOHAa Ma€ TIEBHY aBTOHOMIIO,
OCKIJTBKM KOHTPACTHBHI JIEKCHKOJIOTIYHI CTYZil BHOKPEMIIIOIOTHCS B CIIEIiallb-
HUH MiAPO3JT: KOHTpacTUBHA JEKCHUKOJOTisA. KOHTpacTHBHI JEKCHKOJIOTIHHI
JTOCJIJKEHHST BEIYThCS CHOTOHI HA Marepiajii pi3HUX MOB 1 € BarTOMUMH JISt
PO3BUTKY TEOPETHYHMX Ta MPUKJIAJAHUX ACIEKTIB KOHTPACTHBICTHUKH.

Kypc «KoHTpacTuBHa JEKCHKOJOTIS aHIJIIMChKOI Ta yKpaiHCBKOI MOB» €
HaBYAJIBHOIO JUCIMILTIHOIO, SIKa mepeadadae 03HAMOMIIEHHS CTYICHTIB Oaka-
naBpaty 31 cremianbHOCTi «@Dinonoris» (aHriao-ykpaiHChKa MOBHa Tapa) 3
OCHOBaMH CYYacHHX 3HaHb Y Taly3i KOHTpacTHBHOI Jekcukoiorii. CTyneHTn
BHUBYAIOTh TEOPETUKO-METOJIOJIOTIUHI MiAXOMH, SKi COpMyBalUCs B I[apUHI
AHTJIO-YKPATHCHKUX 3ICTaBHUX MOCHTIDKEHB, 1 TI METOAHW Ta MPUHOMH, IO
BUKOPHCTOBYIOTHCS B PAMKaX ILIUX JOCHTIKEHb.

ABTOpH TOCIOHUKA CTaBJIATH 3aBHaHHS: 1) CTBOpUTH HEOOXiTHE TUIAKTH-
YHE TJIO AJISl 3aCBOEHHSI TEOPETUKO-METOAOJIOTIYHUX OCHOB, Ha SIKUX IPYHTY-
€TBCS CyyacHa KOHTPACTHUBHA JISKCUKOJIOTIS; 2) ONpamioBaTH ii TepMiHOJIOTi4-
HUH amapat (MeTaMOBY), METOIH Ta MiIXOAH J0 aHali3y MOBHOTO MaTepiaiy;
3) pO3KPUTH OCOOIMBOCTI KOHTPACTUBHOTO aHANi3y JIGKCHKH B acmekTi ¢op-
MaJFHUX Ta CEMaHTHYHHX NapaMeTpiB JISKCHYHHX OJUHUIL (aHTIO-
yKpaiHCbKa MOBHa Iapa).

[Mpobnemaruka JEKUiii 3 KOHTPACTUBHOI JIHIBICTHKH OXOIUTIOE TaKi OC-
HOBHI HampsMu: 1) MicIie Ta posh KOHTPACTHUBHOI JICKCUKOJIOTI] ¥ 3iCTaBHOMY
MOBO3HABCTBi; 2) METOMOJIOTIUHI 3acagy KOHTPACTHUBHOTO aHANI3y JIEKCHY-
HUX OJMHHWIIb, BUIPAIIOBaHi aBTopamu; 3) Tertium comparationis y KoHTpac-
THBHHX JICKCUKOJIOTIYHUX CTYHisX; 4) 0COOIMBOCTI aHamizy (OpMallbHOI Ta
CEMaHTUYHOI CTPYKTYPH aHTJIHCHKUX Ta YKPaiHCHKUX CITIB Ta iH.

Marepian KOXHOI JIEKIil JOMOBHEHO CIHMCKOM IUTaHb Ta CIIUCKOM
JTepaTypH IJs MPOBEAEHHS CEMIHAPCHKUX 3aHATH, a TAKOX JIEKI[l BKIIOYa-
10Th «JlogaTkoBi pecypcu», TOOTO 100IpKY CTaTei MPOBIAHUX aHTIIMCHKUX Ta
YKpaiHCHKUX (LIOJIOTIB, AKi JOTHYHI IO TEMH JICKII 1 3a0€3MeIyIOTh TOTIHO-
JIeHEe CaMOCTiifHe OTPAIIOBaHHS TEMHU.

I'mocapiii TepMiHiB, KUl BKIIFOYA€ OCHOBHI OJMHHII METaMOBH IIipyd-
HHKa, CIyTyBaTUME TOOPHUM OPi€HTHPOM IS CTYICHTIB IMPHW BUBUYCHHI JTHC-
OUIUTIHA Ta Oylne KOPHCHUM Ui JAOCHIAHMKIB y LAPHUHI KOHTPAaCTHBHOI
JHTBICTHKHY.

ABTOpH BHCIJIOBIIIOIOThH CIIOJIBaHHS, IO MICJIs ONPALIOBaHHS HABYAJIbHUX
MaTtepialliB OCiOHMKa Y CTYIEHTIB c(HOPMYETHCS HE JIMIIE OayeHHsS «Teope-
THUYHOI CUTYaLii», sIKa CKjajacs Ha CbOTO/IHI B KOHTPACTUBHIM JIEKCHUKOIIOTiI, a
1 MOCTaHyTh MPaKTHUYHI BMIHHS 1 HABUYKH ITPOBOJANTH KOHTPACTHBHUHN aHANi3
JICKCUYHUX OJIMHUIIb AHITIMCHKOI Ta YKPaiHCHKOI MOB, IO MiArOTYy€ iX 10
HalMCaHHSA BUCOKOSKICHUX KYPCOBHX Ta MariCTepchbKHUX poOiIT Ta CIpUATHME
PO3BUTKY TIpoeciifHrX KOMIIECTEHITiif MailOyTHIX IepeKaaadiB.

Haois Anopetiuyx
Oxcana babeniok
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INTRODUCTION

One of the fascinating results of the past decades of linguistic research is
that we can now safely conclude that all languages have very much in
common at the level of semiotic analysis. The principal task of this book is
limited to the study of similarities and differences in the lexical systems of
English and Ukrainian. Lexical units are considered to be signs possessing
specific characteristics and involved in semiosis: the action of signs. This task
belongs to the field of contrastive linguistics or more precisely contrastive
lexicology. Lexicology as a separate branch of linguistics that deals with the
study of words and vocabularies is not distinguished by West European or
American scholars. We share the opinion of most Ukrainian linguists that
lexicology is a separate subdiscipline of the language studies with lexical
system as the object of its research.

Empirical research in contrastive lexicology attempts to discover such
principles which can either focus on one language or range across contrasted
languages. Take as an example the study of word-formation, that is a process
by which a language can coin new lexical units. In principle, languages could
employ any number of strategies to form new words, but in fact what we find
is that they employ only a limited number of ways to do so. For example, no
language forms a new word by reversing the order of suffixal morphemes. Not
only is the set of word-forming suffixes small, but also the range of positions
they may occupy in a word and their combinability with other morphemes is
limited. The task of a lexicologist, then, is to uncover the principles which
govern the formation of a new word: What sort of elements can be used to
make up a new word? Where exactly do such elements occur in the word?
What determines the choice of one strategy for word-formation over another in
different languages?

In the discussion below we will try to give evidence for the importance of
complex approach to the study of lexical systems of English and Ukrainian.
The following aspects are considered especially important when the bulk of
lexical units is presented as a system: types of lexical units, characteristics of
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explored languages, their morphemic structure, categories and types of their
formation, semantic structure of words, their semantic grouping and types of
semantic relations.

The book is written for students majoring in translation, applied linguistics
and English philology of the upper-intermediate and advanced levels, who
have already been exposed to fundamentals of linguistics and general
lexicology. Given the pedagogical aim of the volume, the focus of each
chapter is not to provide the most up-to-date analysis for the data at hand, but
rather to illustrate the kind of argumentation that is used in contrastive
research and to show the empirical results that this research has led to. Each
chapter tackles one or more aspects of the word. A brief outline of the types of
lexicological research and the type of argumentation that is used in current
contrastive lexicological research is included.

Thus, the aim of this book is to offer a pedagogically-oriented introduction
to the recent research in contrastive lexicology. The volume brings together
studies which illustrate the contrastive research of English and Ukrainian
words and vocabularies against the background of the semiotic model. The
chapters show how the semiotic framework guides empirical research,
revealing similarities and differences between these languages. The material
also illustrates how semiotic study feeds into contrastive study, raising new
questions for the tertia comparationis and sometimes providing new solutions.

Nadiia Andreichuk
Oksana Babelyuk
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LECTURE 1

LECTURE 1. CONTRASTIVE LEXICOLOGY
OF ENGLISH AND UKRAINIAN:
FUNDAMENTALS

The question we set out to answer in the first lecture is the nature of con-
trastive lexicology as a linguistic enterprise and its location in the field of
comparative linguistics.

1. Comparative versus contrastive linguistics.

1.1. Three dimensions of classifying types of linguistic enterprise.

1.2. Fundamental assumption and subdivisions of comparative
linguistics.
Contrastive lexicology as a subdivision of contrastive linguistics.
Tasks of contrastive lexicology. Its theoretical and practical value.
Seminar tasks and questions.
Seminar library.
Additional resources: Part 1.

AN ol ol

Grammatically, languages do not differ

in what they can and cannot convey.

Any language is able to convey everything.

However, they differ in what a language must convey
(Roman Jakobson)

1. Comparative versus contrastive linguistics.

Language is many things — a system of communication, a medium for
thought, a vehicle for literary expression, a social institution, a catalyst for
nation building. All human beings normally speak at least one language and it
is hard to imagine significant social, intellectual or artistic activity taking place
in its absence.

The scope and diversity of human thought and experience place great
demand on language. One of the most fundamental claims of modern
linguistic analysis is that all languages have some common features. This can

11
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be verified by considering a few simple facts. Since all the languages are
spoken, they must have phonetic and phonological systems; since they all have
words and sentences, they must have a lexical and a grammatical system; and
since these words and sentences have systematic meanings, there obviously
must be semantic principles as well. The number of existing languages is
amazing. The most extensive catalog of the world’s languages is that of
Ethnologue (published by Summer Institute of Linguistics International; URL:
https://www.ethnologue.com/), whose detailed classified list includes 7,111
known living languages and this figure changes all the time (date of access for
the figure indicated: April, 16, 2019). Languages are not at all uniformly
distributed around the world. Just as some places are more diverse than others
in terms of plant and animal species, the same goes for the distribution of
languages. Only 288 are spoken in Europe, while 2,303 are spoken in Asia
(date of access for the figures indicated: April, 16, 2019). And all languages
have means that enable their speakers to express any proposition that the
human mind can produce. In terms of this criterion all languages are
absolutely equal as instruments of communication and thought.

1.1. Three dimensions of classifying types of linguistic enterprise.

Comparative linguistics is an umbrella term to denote all types of linguistic
enterprises founded on the assumption that languages can be compared. The
fundamental notion on which this lecture course is being built up is the notion
of similarity between linguistic objects. The degree of similarity between any
two objects can be measured in terms of the number of shared and distinctive
features that characterize them, i.e. in terms of their degree of feature match-
ing. A feature is defined as any property of the object that can be deduced
from our general knowledge of the world. Two entities are similar if they
share at least one feature and two entities are the same if neither has features
that the other lacks.

Let us start from the riddle suggested by Andrew Chesterman in his book on
contrastive functional analysis [Chesterman 1998, p. 5—6]: Why is a raven like a

12
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LECTURE 1

writing desk? This riddle comes from Carroll’s “Alice in Wonderland” and no
answer is actually indicated in the book though Alice thought she could answer
this riddle easily. Various answers can be suggested:

e they both begin with an ‘r’ sound;

e they can both serve as an inspiration for poetry (alluding to Poe’s famous
poem “The Raven”, plus the traditional image of the poet seated at a desk,
quill in hand. This solution revolves round a semantic ambiguity of the word
source. Ravens and writing-desks are felt to do similar things or have similar
effects in their capacity as sources, they are felt to have the same function;

e because it can produce a few notes (with a pun on notes');

e because Poe wrote on both (on top of, on the subject of);

e bills and tails are among their characteristics (bill of a bird, bill to be
paid; tails, tales);

e because it slopes with a flap (flap of a wing, flap (lid) of a desk);

e because they both stand on legs;

e because they both ought to be made to shut up.

The various answers can be grouped according to various kinds
of likeness:

e purely formal (two occurrences of the same sound),

e homonymic (same aural or visual form, different meanings: puns),

e semantic (same semantic feature),

e functional (similar function or purpose).

Alice’s riddle introduces one of the leitmotifs of our lecture course.
Theoretically, what does it mean to compare or contrast two things? How does
one set about establishing similarities and differences? On what grounds are
two different things proposed for comparison in the first place? What does it
mean to say that two things are the same or similar? Why is it that different
people see different likeness between the same pair of entities?

With respect to the study of language and language behavior, there are two
fields that deal with such issues: Translation Studies and Contrastive Linguis-
tics. Although these are adjoining disciplines, it nevertheless often appears that

'Note — a brief record of points or ideas written down as an aid to memory, a bird’s song or call, or
a single tone in this [OED, URL: https://en.oxforddictionaries.com/definition/note/
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theoretical developments in one field are overlooked in the other, and that both
would benefit from each other’s insights.

Contrastive linguistics focuses on different aspects of theoretical and
applied linguistics and aims at contrastive study of two or more languages or
dialects in order to describe their differences and similarities and explicate
both of them in terms of the relationship between languages and their activities
for promoting the understanding of and communicating between cultures and
civilizations.

The question we set out to answer is the nature of contrastive studies as a
linguistic enterprise. Reference can be made to the three classificatory dimen-
sions. The first dimension deals with two broad approaches — the generalist
and the particularist [Sampson, 1980]. On the one hand, linguists treat indi-
vidual languages: English, French, Chinese and so on. On the other hand, they
consider the general phenomenon of human language, of which particular
languages are examples. Geoffrey Sampson proceeds to warn against seeing
either of these approaches as inherently superior to the other [Sampson 1980].

Along the second dimension linguists are divisible into those who choose to
study one, or each, language in isolation, and those whose ambition and methods
are comparative. The former aspire to discover and specify the immanent genius
of the particular language which makes it unlike any other language and endows
its speakers with a psychic and cognitive uniqueness. The comparativist, as the
name implies, proceeds from the assumption that, while every language may
have its individuality, all languages have enough in common for them to be
compared and classified into types.

The third dimension is the one used by Ferdinand de Saussure to distin-
guish “two sciences of language”: diachronic as opposed to synchronic. He
explains the distinction as follows: “Everything that relates to the static side of
our science is synchronic; everything that has to do with evolution is diachron-
ic. Similarly, synchrony and diachrony designate respectively a language-state
and evolutionary phase” [Saussure, 1959].

Thus to understand the nature of contrastive studies as a linguistic enter-
prise we have to answer three questions: 1) is contrastive linguistics generalist

14
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LECTURE 1

or particularist?; 2) is it concerned with immanence or comparison?; 3) is it
diachronic or synchronic?

The answers to these questions, with respect to contrastive linguistics are not
clear-cut. First, contrastive linguistics is neither generalist nor particularist but
somewhere intermediate on a scale between the two extremes. Likewise, contras-
tive linguistics is as interested in the inherent genius of the language under its
purview as it is in the comparability of languages. Yet it is not concerned with
classification, and as the term contrastive’ implies, more interested in differences
between languages than in their likeness. And finally, although not concerned
either with language families, or with other factors of language history, it is not
sufficiently committed to the study of ‘static’ linguistic phenomena to merit the
label synchronic. Contrastive linguistics seems, therefore, to be a hybrid linguis-
tic enterprise.

1.2. Fundamental assumption and subdivisions
of comparative linguistics.

Three parameters discussed can be most helpful when we try to identify
contrastive linguistics as a particular field of comparative linguistics. Com-
parative linguistics is an umbrella term to denote all types of linguistic
enterprises founded on the assumption that languages can be compared.
Juxtaposition, correlation, comparison is, in the first place, the distinctive
feature of human thinking, universal foundation of cognitive activity. Noth-
ing (including language) can be studied without comparison®. Different
methods and techniques based on comparison are being applied in linguistics

o

2Etymology of the word contrast: 1690 (as a term in fine art, in the sense “juxtapose so as to bring
out differences in form and color”): from French contraster (Old French contrester), modified by or
from Italian contrastare “stand out against, strive, contend” from Vulgar Latin contrastare ‘to
withstand” from Latin contra- “against” + stare “stand” — to compare in order to show unlikeness
or differences.

3It was Aristotle who attracted attention to this fact in his “Categories”: “For the same thing may
be small in comparison with one thing, and great in comparison with another, so that the same thing
comes to be both small and great at one and the same time, and is of such a nature as to admit
contrary qualities at one and the same moment ”[Aristotle].
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while studying one or several languages. Today comparative linguistics is a
ramified field of research (Fig. 1.1) with lots of subdivisions.

General comparative linguistics is subdivided into Descriptive Synchronic
Comparative Linguistics and Historical Comparative Linguistics. The latter was
the first to emerge and a synthesis of its most basic ideas could read as this.

Some languages are related to each other and form language families. Their
vocabularies and grammars show remarkable similarities that exclude random
coincidences. Indo-European languages are the archetype of such a linguistic
family.

The primary goal of Historical Comparative Linguistics is to classify the
languages of the world, to sort them out and to assign them to genetic families
and thus to ascertain the kinship between related languages and description of
their evolution in time and space. Language families are generally shown as
trees each branch being the divergent continuation of a given state of language
(Fig. 1.2).

Historical Comparative Linguistics was the first trend of thought that put
comparison on scientific grounds. It originated in Germany at the beginning of
the 19" century and is connected with names of F. Bopp, J. Grimm as well as
Dutch linguist Rasmus Kristian Rask, Russian linguist A. Kh. Vostokov* and
many others.

Synchronic comparative linguistics includes typological and contrastive
linguistics. Within typological dimension the approach is synchronic: lan-
guages are typologically grouped according to their present-day characteris-
tics, no reference being made to the histories of languages, not even to their
historical relatedness. Languages grouped together in the same typological
group need not be genetically (historically) related. For example, English and
Chinese which are not genetically related, share a large number of grammati-
cal properties, such as relatively fixed and grammatically constrained word
order, paucity of inflections, and prominence of function words. These shared
features place the two languages quite close in the typological groupings in
spite of the genetic distance separating them.

*During his lifetime A.Kh. Vostokov (1781-1864) was known as a poet and translator, but it is his
innovative studies of versification and comparative Slavonic grammars which proved most influe-
ntial.
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Another subdiscipline of comparative synchronic linguistics is concerned
with the comparison of two or more languages or subsystems of languages in
order to determine both the differences and similarities between them.
The comparison of two or more linguistic systems as they exist today
(i.e., a synchronic comparison) is known as contrastive linguistics.

Summing up we might venture the following provisional definition of con-
trastive linguistics:

CL is a particular linguistic enterprise within the field of descriptive syn-
chronic comparative linguistics aimed at producing description of one
language from the perspective of another and concerned with in depth
analysis of similarities and contrasts that hold between them.

2. Contrastive lexicology as a subdivision of contrastive linguistics.

The principal task of this lecture course is limited to the study of
similarities and differences in the lexical systems of English and Ukrainian.
Lexical units are considered to be main structural elements of utterances
possessing specific structure of their own. This task belongs to the field of
contrastive lexicology.

Descriptive Synchronic Contrastive linguistics
Comparative Linguistics

Typological lingulistics ]

Historical Comparative
Linguistics

Comparative
Linguistics

Areal Linguistics

Fig. 1.1. Subdivisions of Comparative Linguistics
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Lexicology (Ae&yy6v — ciioBecHHMH, CIIOBHMKOBHH, AOYOG — BUCHHS) as a
separate branch of linguistics is: a) concerned with the sign nature, meaning and
use of words, b) raises some important questions about the interpretation and
evaluation of the vocabulary of a language. Western European or American
linguists, though aknowledge lexicological studies, commonly include them in
books on grammar: “The study of words is the business of lexicology, but the
regularities in their formation are similar in kind to the regularities of grammar
and are closely connected to them” [Quirk et al 1999, p. 11]. We share the
opinion of most Ukrainian linguists that lexicology is a separate subdivision of
the language studies with lexical system as the object of its investigation.
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Fig. 1.2. The tree which illustrates the relationships between
Indo-European languages (drawn by Minna Sundberg,
a Finnish-Swedish artist)
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Contrastive lexicology is a subdiscipline of contrastive linguistics which
deals with synchronic contrastive analysis of lexical systems. It is concerned with
the analysis of language vocabularies and lexical items in respect of their struc-
tural, semantic and functional features. Contrastive lexicology covers a number
of fundamental issues, such as lack of one-to-one correspondence between
expression and content of words, divergences in the semantic structure of the
lexicons, variation in usage. There are also some decisive criteria in trying to
estimate the relative range of lexis in contrast: socio-historical circumstances,
borrowings and their assimilation etc.

Modern researches in the field of contrastive lexicology allow to state that the
essential components of contrastive lexicology agenda are the following:

e Synchronic orientation. Contrastive lexicology may identify problems
and phenomena worth analyzing from a historical perspective, but it provides
observations of contrastive facts concerning the present state of languages
development in terms of the most adequate language theory.

e Granularity. Contrastive lexicology is concerned with in depth analysis
of similarities and contrasts that are generally inaccessible to typological
generalization. In that sense it can be considered a complement to typology or
a “small-scale typology”. For contrastive lexicology both the availability vs
the lack of lingual objects and their contrasts in form and function in two
languages are of great interest. This emphasis on fine granularity does not
mean, however, that the focus is on isolated observations rather than generali-
zations, but these generalizations are different from the implicational state-
ments and hierarchies of typology.

e Comparison of language pairs. Contrastive lexicology is mainly con-
cerned with bilateral vocabulary comparisons, between mother tongue and a
foreign language, between source language and a target language or between
first language and a second language, depending on what kind of applications
are envisaged. Extending the scope beyond two languages is only possible if
the goal of comprehensive comparisons is given up in favour of analysis of
small fragments of languages as a first step towards a typology. It is precisely
this restriction to a comparison of two languages which enables contrastive
lexicology to consider a wide variety of parameters of variation and get as
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close as possible to the goal of providing a holistic’ typology for a language.
The question which languages should be selected for comparison receives a
different, though principled answer in all approaches to comparative studies:
Historical Comparative Linguistics looks at languages of one single family;
language typology is all-embracing in its scope, even though its comparisons
are confined to a representative sample of the world’s languages; cross-
cultural communication selects language use from cultures and communities
that interact regularly and contrastive analysis selects language pairs that play
a role in language acquisition, in bilingualism or translation.

Summing up, we can state that Contrastive lexicology has a great heuristic
value for the analysis of language-specific properties and suggest the follow-
ing definition:

Contrastive Lexicology is a particular linguistic enterprise within the
field of descriptive synchronic comparative linguistics aimed at producing
description of one language vocabulary from the perspective of another and
concerned with in depth analysis of similarities and contrasts that hold
between them

3. Tasks of contrastive lexicology.
Its theoretical and practical value.

Contrastive lexicology is intimately related to culture viewed as the so-
cially inherited customs of a society that are shared and accepted by people.
Speech experience of the people is their cultural experience, i.e. those struc-
tures, spheres and means of activity into which speakers are included and
which influence the understanding and the use of words. Edward Sapir
(1884-1939) states that being a collective art of expression each language
possesses “aesthetic factors — phonetic, rhythmic, symbolic, morphological —
which it does not completely share with any other language” [Sapir]®. Our

Sholistic — characterized by the belief that the parts of something are intimately interconnected and
explicable only by reference to the whole
§ See an the article by E. Sapir “The Status of Linguistics as a Science” attached to this Lecture.
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task is to discover how “the colour and texture of its matrix” can be “carried
over without loss of modification” as without that “a work of literary art can
never be translated” [Sapir].

There are many differences among English and Ukrainian as even a
superficial examination of their vocabularies reveals. But this does not mean
that there are no limits on the type of lexical systems that human beings can
acquire and use. Quite to the contrary, current research suggests that there are
important lexical principles and tendencies shared by all human languages.
Studying these principles contributes to the development of the general lin-
guistic theory and is the main concern of contrastive lexicology.

Theoretical value of contrastive lexicology becomes obvious if we real-
ize that it forms the study of one of the three main aspects of language, i.e. its
vocabulary, the other two being its grammar and sound system. Just as the
small set of Arabic numerals can be combined to express in writing any
natural numbers, so the small set of sounds and letters can be combined to
express in speech and writing respectively an indefinitely large number
of words.

Practical value of contrastive lexicology is very substantial. It came into
being to meet the needs of many different branches of applied linguistics:
translation, lexicography, standardization of terminology, information pro-
cessing, foreign language teaching, literary criticism and others.

Contrastive lexicology stimulates a systematic approach to the facts of the
vocabulary and plays a prominent part in the general training of every
linguist.

The treatment of words in lexicology cannot be divorced from the study
of all the other elements in the language system to which words belong. In
the process of communication, all these elements are interdependent and
stand in definite relations to one another. We separate them for the conven-
ience of study but afterwards we should put them back together to achieve a
synthesis. The lexical level of the language system provides the most
evident information on regularities of the evolutionary processes in
contrasted languages, and therefore should be examined first of all and may
be regarded as a clear model for contrastive research of other
language levels.
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There are three aspects that can be differentiated in contrastive lexicologi-
cal research: formal, semantic and functional. Formal aspect is represented
through the research of similarities and differences of different formal means
used to create lexical units, for example, affixation in English and in Ukraini-
an. Contrastive analysis of the semantic structures of separate words and
semantic groups of words represent the semantic aspect of contrastive lexico-
logical studies, for example, the contrastive analysis of groups of synonyms
with the dominant word laugh and cmismucs. Contrastive analysis of differ-
ent stylistic classes of words belogs to functional contrastive research, for
example, neologisms in English and in Ukrainian.

4. Seminar tasks and questions.

1. What does it mean to compare and contrast two objects? Study the
meaning of “contrast” and “similarity”

2. Explain the term “comparative linguistics”

3. Comment on the position of contrastive linguistics within compara-
tive linguistics.
Typological versus contrastive linguistics.
The object of contrastive lexicological studies.
Essential components of contrastive lexicology agenda.
Definition of contrastive Lexicology.

8. Main ideas of Edward Sapir and their reference to Contrastive
Lexicology

9. Theoretical value of contrastive lexicology

10. Practical value of contrastive lexicology

11. Aspects of the contrastive analysis of lexis

12. Watch the video https://www.youtube.com/watch?v=mGbGP vIR-
zXw and enumerate those aspects of contrastive lexicology research which
have not been mentioned during the lecture

AR
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5. Seminar library.

1. Aristotle. Categories. URL: http://classics.mit.edu/Aristotle/categories.html

2. Chesterman A. Contrastive functional analysis. Amsterdam, Philadelph-
ia: John Benjamin’s Publishing Company, 1998. 230 p.

3. Quirk R., Greenbaum S., Leech G., Svartvik J. A Comprehensive
Grammar of the English Language. Longman, 1999. 1779 p.

4.Sampson G. Schools of Linguistics. Stanford: Stanford University Press,
1980. 283 p.

5.8apir E. Language. An Introduction to the Study of Speech. Echo
Library, 2006. 148 p.

6. Saussure Ferdinand de. Course in General Linguistics / ed. by Charles
Bally and Albert Sechehaye, in collaboration with Albert Riedlinger; transl. by
Wade Baskin. New York: Philosophical Library, 1959. 240 p.
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6. Additional Resources. Part 1.

The article below was published in 1929 in Language, Vol. 5, No. 4,
pp- 207-214. Mode of access: https://pure.mpg.de/rest/items/item_
2381144_2/component/file_2381143/content

The text was read by Sapir at a joint meeting of the Linguistic Society of
America, the American Anthropological Association, and sections H and L of
the American Association for the Advancement of Science, New York City,
December 28, 1928 but still remains topical. Why?

THE STATUS OF LINGUISTICS AS A SCIENCE
BY EDWARD SAPIR

The long tried methods of Indo-European lin-
guistics have proved themselves by the success with
which they have been applied to other fields, for
instance Central Algonkian and Athabaskan. An
increasing interest in linguistics may be noted
among workers in anthropology, culture history,
sociology, psychology, and philosophy. For all of
them linguistics is of basic importance: its data and
Y methods show better than those of any other disci-
pline dealing with socialized behavior the possibility
| of a truly scientific study of society. Linguists should,
on the other hand, become aware of what their science may mean for the
interpretation of human conduct in general.

Linguistics may be said to have begun its scientific career with the compara-
tive study and reconstruction of the Indo-European languages. In the course of
their detailed researches Indo-European linguists have gradually developed a
technique which is probably more nearly perfect than that of any other science
dealing with man’s institutions. Many of the formulations of comparative Indo-
European linguistics have a neatness and a regularity which recall the formulae,
or the so-called laws, of natural science. Historical and comparative linguistics
has been built up chiefly on the basis of the hypothesis that sound changes are
regular and that most morphological readjustments in language follow as
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by-products in the wake of these regular phonetic developments. There are
many who would be disposed to deny the psychological necessity of the regu-
larity of sound change, but it remains true, as a matter of actual linguistic
experience, that faith in such regularity has been the most successful approach
to the historic problems of language. Why such regularities should be found and
why it is necessary to assume regularity of sound change are questions that the
average linguist is perhaps unable to answer satisfactorily. But it does not
follow that he can expect to improve his methods by discarding well tested
hypotheses and throwing the field open to all manner of psychological and
sociological explanations that do not immediately tie up with what we actually
know about the historical behavior of language. A psychological and a socio-
logical interpretation of the kind of regularity in linguistic change with which
students of language have long been familiar are indeed desirable and even
necessary. But neither psychology nor sociology is in a position to tell linguis-
tics what kinds of historical formulations the linguist is to make. At best these
disciplines can but urge the linguist to concern himself in a more vital manner
than heretofore with the problem of seeing linguistic history in the larger
framework of human behavior in the individual and in society.

The methods developed by the Indo-Europeanists have been applied with
marked success to other groups of languages. It is abundantly clear that they
apply just as rigorously to the unwritten primitive languages of Africa and
America as to the better known forms of speech of the more sophisticated
peoples. It is probably in the languages of these more cultured peoples that the
fundamental regularity of linguistic processes has been most often crossed by
the operation of such conflicting tendencies as borrowing from other lan-
guages, dialectic blending, and social differentiations of speech. The more we
devote ourselves to the comparative study of the languages of a primitive
linguistic stock, the more clearly we realize that phonetic law and analogical
leveling are the only satisfactory key to the unravelling of the development of
dialects and languages from a common base. Professor Leonard Bloomfield’s
experiences with Central Algonkian and my own with Athabaskan leave
nothing to be desired in this respect and are a complete answer to those who
find it difficult to accept the large scale regularity of the operation of all those
unconscious linguistic forces which in their totality give us regular phonetic
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change and morphological readjustment on the basis of such change. It is not
merely theoretically possible to predict the correctness of specific forms
among unlettered peoples on the basis of such phonetic laws as have been
worked out for them — such predictions are already on record in considerable
number. There can be no doubt that the methods first developed in the field of
Indo-European linguistics are destined to play a consistently important role in
the study of all other groups of languages, and that it is through them and
through their gradual extension that we can hope to arrive at significant histor-
ical inferences as to the remoter relations between groups of languages that
show few superficial signs of a common origin.

It is the main purpose of this paper, however, not to insist on what lin-
guistics has already accomplished, but rather to point out some of the connec-
tions between linguistics and other scientific disciplines, and above all to
raise the question in what sense linguistics can be called a “science”.

The value of linguistics for anthropology and culture history has long been
recognized. As linguistic research has proceeded, language has proved useful as
a tool in the sciences of man and has itself required and obtained a great deal of
light from the rest of these sciences. It is difficult for a modern linguist to
confine himself to his traditional subject matter. Unless he is somewhat unim-
aginative, he cannot but share in some or all of the mutual interests which tie up
linguistics with anthropology and culture history, with sociology, with psycho-
logy, with philosophy, and, more remotely, with physics and physiology.

Language is becoming increasingly valuable as a guide to the scientific
study of a given culture. In a sense, the network of cultural patterns of a
civilization is indexed in the language which expresses that civilization. It is
an illusion to think that we can understand the significant outlines of a culture
through sheer observation and without the guide of the linguistic symbolism
which makes these outlines significant and intelligible to society. Some day
the attempt to master a primitive culture without the help of the language of its
society will seem as amateurish as the labors of a historian who cannot handle
the original documents of the civilization which he is describing.

Language is a guide to “social reality”. Though language is not ordinarily
thought of as of essential interest to the students of social science, it
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powerfully conditions all our thinking about social problems and processes.
Human beings do not live in the objective world alone, nor alone in the world
of social activity as ordinarily understood, but are very much at the mercy of
the particular language which has become the medium of expression for their
society. It is quite an illusion to imagine that one adjusts to reality essentially
without the use of language and that language is merely an incidental means of
solving specific problems of communication or reflection. The fact of the
matter is that the “real world” is to a large extent unconsciously built up on the
language habits of the group. No two languages are ever sufficiently similar to
be considered as representing the same social reality. The worlds in which
different societies live are distinct worlds, not merely the same world with
different labels attached.

The understanding of a simple poem, for instance, involves not merely an
understanding of the single words in their average significance, but [p. 210] a
full comprehension of the whole life of the community as it is mirrored in the
words, or as it is suggested by their overtones. Even comparatively simple acts
of perception are very much more at the mercy of the social patterns called
words than we might suppose. If one draws some dozen lines, for instance, of
different shapes, one perceives them as divisible into such categories as
“straight”, “crooked”, “curved”, “zigzag” because of the classificatory sugges-
tiveness of the linguistic terms themselves. We see and hear and otherwise
experience very largely as we do because the language habits of our community
predispose certain choices of interpretation.

For the more fundamental problems of the student of human culture, there-
fore, a knowledge of linguistic mechanisms and historical developments is
certain to become more and more important as our analysis of social behavior
becomes more refined. From this standpoint we may think of language as
the symbolic guide to culture. In another sense too linguistics is of great assis-
tance in the study of cultural phenomena. Many cultural objects and ideas have
been diffused in connection with their terminology, so that a study of the
distribution of culturally significant terms often throws unexpected light on the
history of inventions and ideas. This type of research, already fruitful in Euro-
pean and Asiatic culture history, is destined to be of great assistance in the
reconstruction of primitive cultures.
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The values of linguistics for sociology in the narrower sense of the word is
just as real as for the anthropological theorist. Sociologists are necessarily
interested in the technique of communication between human beings. From
this standpoint language facilitation and language barriers are of the utmost
importance and must be studied in their interplay with a host of other factors
that make for ease or difficulty of transmission of ideas and patterns of beha-
vior. Furthermore, the sociologist is necessarily interested in the symbolic
significance, in a social sense, of the linguistic differences which appear in any
large community. Correctness of speech or what might be called “social style”
in speech is of far more than aesthetic or grammatical interest. Peculiar modes
of pronunciation, characteristic turns of phrase, slangy forms of speech,
occupational terminologies of all sorts — these are so many symbols of the
manifold ways in which society arranges itself and are of crucial importance
for the understanding of the development of individual and social attitudes.
Yet it will not be possible for a social student to evaluate such phenomena
unless he has very clear notions of the linguistic background against which
social symbolisms of a linguistic sort are to be estimated.

It is very encouraging that the psychologist has been concerning himself
more and more with linguistic data. So far it is doubtful if he has been able to
contribute very much to the understanding of language behavior beyond what
the linguist has himself been able to formulate on the basis of his data. But the
feeling is growing rapidly, and justly, that the psychological explanations of
the linguists themselves need to be restated in more general terms, so that
purely linguistic facts may be seen as specialized forms of symbolic behavior.
The psychologists have perhaps too narrowly concerned themselves with the
simple psycho-physical bases of speech and have not penetrated very deeply
into the study of its symbolic nature. This is probably due to the fact that
psychologists in general are as yet too little aware of the fundamental im-
portance of symbolism in behavior. It is not unlikely that it is precisely in the
field of symbolism that linguistic forms and processes will contribute most to
the enrichment of psychology.

All activities may be thought of as either definitely functional in the imme-
diate sense, or as symbolic, or as a blend of the two. Thus, if I shove open a door
in order to enter a house, the significance of the act lies precisely in its allowing
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me to make an easy entry. But if I “knock at the door”, a little reflection shows
that the knock in itself does not open the door for me. It serves merely as a sign
that somebody is to come to open it for me. To knock on the door is a substitute
for the more primitive act of shoving it open of one’s own accord. We have here
the rudiments of what might be called language. A vast number of acts are
language acts in this crude sense. That is, they are not of importance to us
because of the work they immediately do, but because they serve as mediating
signs of other more important acts. A primitive sign has some objective resem-
blance to what it takes the place of or points to. Thus, knocking at the door has a
definite relation to intended activity upon the door itself. Some signs become
abbreviated forms of functional activities which can be used for reference. Thus,
shaking one’s fist at a person is an abbreviated and relatively harmless way of
actually punching him. If such a gesture becomes sufficiently expressive to
society to constitute in some sort the equivalent of an abuse or a threat, it may be
looked on as a symbol in the proper sense of the word.

Symbols of this sort are primary in that the resemblance of the symbol to
what it stands for is still fairly evident. As time goes on, symbols become so
completely changed in form as to lose all outward connection with what they
stand for. Thus, there is no resemblance between a piece of bunting colored
red, white, and blue, and the United States of America, — itself a complex and
not easily definable notion. The flag may therefore be looked upon as a sec-
ondary or referential symbol. The way to understand language psychological-
ly, it seems, is to see it as the most complicated example of such a secondary
or referential set of symbols that society has evolved. It may be that originally
the primal cries or other types of symbols developed by man had some con-
nection with certain emotions or attitudes or notions. But a connection is no
longer directly traceable between words, or combinations of words, and what
they refer to.

Linguistics is at once one of the most difficult and one of the most funda-
mental fields of inquiry. It is probable that a really fruitful integration of
linguistic and psychological studies lies still in the future. We may suspect that
linguistics is destined to have a very special value for configurative psycholo-
gy (“Gestalt psychology™), for, of all forms of culture, it seems that language
is that one which develops its fundamental patterns with relatively the most
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complete detachment from other types of cultural patterning. Linguistics may
thus hope to become something of a guide to the understanding of the “psy-
chological geography” of culture in the large. In ordinary life the basic sym-
bolisms of behavior are densely overlaid by cross-functional patterns of a
bewildering variety. It is because every isolated act in human behavior is the
meeting point of many distinct configurations that it is so difficult for most of
us to arrive at the notion of contextual and non-contextual form in behavior.
Linguistics would seem to have a very peculiar value for configurative studies
because the patterning of language is to a very appreciable extent self-
contained and not significantly at the mercy of intercrossing patterns of a non-
linguistic type.

It is very notable that philosophy in recent years has concerned itself with
problems of language as never before. The time is long past when grammatical
forms and processes can be naively translated by philosophers into metaphysi-
cal entities. The philosopher needs to understand language if only to protect
himself against his own language habits, and so it is not surprising that philos-
ophy, in attempting to free logic from the trammels of grammar and to under-
stand knowledge and the meaning of symbolism, is compelled to make a
preliminary critique of the linguistic process itself. Linguists should be in an
excellent position to assist in the process of making clear to ourselves the
implications of our terms and linguistic procedures. Of all students of human
behavior, the linguist should by the very nature of his subject matter be the
most relativist in feeling, the least taken in by the forms of his own speech.

A word as to the relation between linguistics and the natural sciences.
Students of linguistics have been greatly indebted for their technical equipment
to the natural sciences, particularly physics and physiology. Phonetics, a neces-
sary prerequisite for all exact work in linguistics, is impossible without some
grounding in acoustics and the physiology of the speech organs. It is particularly
those students of language who are more interested in the realistic details of
actual speech behavior in the individual than in the socialized patterns of lan-
guage who must have constant recourse to the natural sciences. But it is far from
unlikely that the accumulated experience of linguistic research may provide more
than one valuable hint for the setting up of problems of research to acoustics and
physiology themselves.
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All in all, it is clear that the interest in language has in recent years been
transcending the strictly linguistic circles. This is inevitable, for an under-
standing of language mechanisms is necessary for the study of both historical
problems and problems of human behavior. One can only hope that linguists
will become increasingly aware of the significance of their subject in the
general field of science and will not stand aloof behind a tradition that threat-
ens to become scholastic when not vitalized by interests which lie beyond the
formal interest in language itself.

Where, finally, does linguistics stand as a science? Does it belong to the
natural sciences, with biology, or to the social sciences? There seem to be two
facts which are responsible for the persistent tendency to view linguistic data
from a biological point of view. In the first place, there is the obvious fact that
the actual technique of language behavior involves very specific adjustments
of a physiological sort. In the second place, the regularity and typicality of
linguistic processes leads to a quasiromantic feeling of contrast with the
apparently free and undetermined behavior of human beings studied from the
standpoint of culture. But the regularity of sound change is only superficially
analogous to a biological automatism. It is precisely because language is as
strictly socialized a type of human behavior as anything else in culture and yet
betrays in its outlines and tendencies such regularities as only the natural
scientist is in the habit of formulating, that linguistics is of strategic im-
portance for the methodology of social science. Behind the apparent lawless-
ness of social phenomena there is a regularity of configuration and tendency
which is just as real as the regularity of physical processes in a mechanical
world, though it is a regularity of infinitely less apparent rigidity and of anoth-
er mode of apprehension on our [p. 214] part. Language is primarily a cultural
or social product and must be understood as such. Its regularity and formal
development rest on considerations of a biological and psychological nature,
to be sure. But this regularity and our underlying unconsciousness of its
typical forms do not make of linguistics a mere adjunct to either biology or
psychology. Better than any other social science, linguistics shows by its data
and methods, necessarily more easily defined than the data and methods of any
other type of discipline dealing with socialized behavior, the possibility of a
truly scientific study of society which does not ape the methods nor attempt to
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adopt unrevised the concepts of the natural sciences. It is peculiarly important
that linguists, who are often accused, and accused justly, of failure to look
beyond the pretty patterns of their subject matter, should become aware of
what their science may mean for the interpretation of human conduct in gen-
eral. Whether they like it or not, they must become increasingly concerned
with the many anthropological, sociological, and psychological problems
which invade the field of language.

32



LECTURE 2

LECTURE 2. CONTRASTIVE ANALYSIS
OF THE FORMAL STRUCTURE
OF ENGLISH AND UKRAINIAN WORDS

The second lecture summarizes main ideas in the field of contrastive
research of the formal structure of English and Ukrainian words. It aims at
giving a surway of some general problems of the theory of the word and its
morphemic structure as well as principles of contrastive morphemic
analysis.

1. The word as a fundamental unit of the language.

1.1. Some general issues of the theory of the word.

1.2. Criteria of the definition.

2. Morphemes: free and bound forms.

3. Morphemes: contribution to the meaning and function of the word.

4. Contrastive analysis of the morphemic structure of English and
Ukrainian words.

5. Seminar questions.

6. Seminar library.

7. Additional resources: Part 2.

8. Additional resources: Part 3.

Whatever mankind creates in the way

of civilization is based on forms.

1. The word as a fundamental unit of the language.

1.1. Some general issues of the theory of the word.

Of all the units of linguistic analysis, the word is the most familiar.
Literate speakers of any language rarely have difficulties segmenting a stream of
speech sounds into words or deciding where to leave spaces when writing a
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sentence. What, though, is a word? The real essence of a word is not an easy
question to answer. The problem associated with the definition of the term
“word” is one of the most complicated in the analysis of linguistic entities. In
typologically different groups of languages the criteria employed in establishing
those entities it are of different types and each group constitutes a separate
system with its own patterns of formation and own types of linguistic units.

First of all, we should define what units can be considered linguistic ones
(units of the language). Any unit can be considered unit of the language on
condition it:

a) possesses external (sound or graphical) form and semantic content,

b) is not created in the process of speech but used as something already ex-
isting and only reproduced in speech.

Thus, separate sounds cannot be considered units of the language, as a sepa-
rate sound does not possess meaning: [a] in deus is meaningless. Only the
external form of denwv can be divided into sounds, but the word itself cannot.
Therefore, sounds are only structural units for making up units of the language.
An account of the lexicon which does not incorporate lexical semantic infor-
mation is inadequate. Our fundamental assumption implies that each linguistic
unit has a constant and specific meaning. Actually, if we agree with Leonard
Bloomfield' that a phonetic form which has a meaning is a linguistic form then
the word is a linguistic form. Ideally, linguistics would consist of two main
investigations: phonetics in which we would study the speech event without
reference to its meaning and semantics, in which we would deal with the relation
of the event to the features of meaning. Most recent work on lexical semantics
has been concerned with accounting for the flexibility of word meaning taking
into account pragmatic reasoning’. This extends the formalism and this extension
is desirable for alternative interpretations of words in a discourse context.

' Leonard Bloomfield (1887-1949) was an American linguist who led the development of structural
linguistics in the United States during the 1930s and the 1940s. His influential textbook “Language”,
published in 1933, presented a comprehensive description of American structural linguistics.

? Pragmatics studies how the transmission of meaning depends not only on structural and linguistic
knowledge (e.g.,grammar, lexicon, etc.) of the speaker and listener, but also on the context of the
utterance, any pre-existing knowledge about those involved, the inferred intent of the speaker, and
other factors.
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We will follow the Saussurian idea that the connection between the linguis-
tic forms and their meanings is wholly arbitrary’. Each combination of signs is
arbitrarily assigned to some features of the practical world. Linguistic study
usually starts from the form not from the meaning. But each linguistic form has
a constant and definite meaning, different from the meaning of any other lin-
guistic form in the same language. If the forms are different their meanings are
also different.

1.2. Criteria of the definition.

Trying to give a definition of the word it is important to remember that the
definition should indicate the most essential characteristic features of the
notion expressed by the term, including the features by which this notion is
distinguished from other similar notions. For instance, in defining the word
one must distinguish it from other linguistic units, such as the phoneme, the
morpheme, or the word-combination.

The word has a good many aspects. Some scientists denied the possibi-
lity of giving a satisfactory definition of the word because in different languages
it presents itself in different ways and that is why the notion of the “word in
general” does not exist. In Ferdinand de Saussure’s opinion the notion of the
word is not compatible with our idea of a concrete language unit. Charles Balli*
also considered this notion one of the most ambiguous in linguistics.

The word is a language reality and makes the principal functional-structural
unit of the language. The leading position of the word among other units is

3 Ferdinand de Saussure (1857-1913) was a Swiss linguist and semiotician whose ideas laid the
foundation for many significant developments in both linguistics and semiology. He is considered one
of the founders of 20th-century linguistics and one of two major founders (together with Charles
Sanders Pierce of semiotics/semiology. Saussure’s ideas formed the central tenets of structural
linguistics. According to him, linguistic entities are parts of a system and are defined by their relations
to one another within said system. Saussure took the sign as the organizing concept for linguistic
structure, using it to express the conventional nature of language in the phrase “l’arbitraire du signe”
(Oosinbuicms 3naxa). This has the effect of highlighting what is, in fact, the one point of arbitrariness in
the system, namely the phonological shape of words, and hence allows the non-arbitrariness of the rest
to emerge with greater clarity. An example of something that is distinctly non-arbitrary is the way
different kinds of meaning in language are expressed by different kinds of grammatical structure.

* Charles Bally (1865—1947) was a Swiss linguist from the Geneva School. Today Charles Bally is
regarded as the founding-father of linguistic theories of style and much honoured for his theories of
phraseology. In terms of modern stylistics he dealt with the expressive function of signs.
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explained by the importance of the functions it performs. And though in different
languages words can be singled out of the stream of speech differently, it may be
difficult to suggest the definition common for all languages, but still it is not
impossible. As Oleksandr Smirnitskiy” remarked that the versatility of peculiari-
ties of different languages cannot prevent us from defining the word as the
linguistic unit in general because “from this versatility we can single out features
that stand out as the most substantial features of the word despite all possible
deviations from typical cases” [CmupHunkuii 1952, p. 184].

The term “word” has been reinterpreted in a lot of ways and undisputable
criteria have not been produced yet. We can apply:

e orthographical criterion: words are separated by spacing;

e phonological criterion: the word has one primary stress, potential pause
between words but not in the middle of words;

e semantic criterion: the word expresses coherent semantic concept;

e syntactic criterion: the word is the smallest part of the sentence.

With different modifications different criteria have been applied by a lot of
scientists. When grammatical aspects prevailed, they defined the word as “an
ultimate or indecomposible sentence” (Henry Sweet) or as “minimum free form”
(Leonard Bloomfield). When semantic aspects were of primary importance the
word was considered to be the sign of a separate notion or the linguistic equiva-
lent of a separate concept. When semantic criterion was combined with phono-
logical the word was defined as “an articulate sound-symbol in its aspect of
denoting something which is spoken about” [Gardiner 1922, p. 355].

The eminent French linguist Antoine Meillet® combines the semantic, pho-
nological and grammatical criteria and advances a formula which underlies

’ Smirnitskiy Oleksandr (1903—-1954) was an outstanding soviet lexicologist who contributed a lot to
our understanding of the relation betweensa language and thought as well as language and speech.
He revised the theory of the word and claimed it to by the unit of lexis and grammar because
characteristic features of both are brought together in the word and provide its integrity. This made
the basis of his analysis of the discreteness and identity of the word.

® Comparing Saussure and Meillet (one of the most important French linguists of the early 20th
century who lived 1866—1936) with respect to social character of linguistics facts reveals two very
different conceptions of generality in linguistics. With Meillet, the social aspects of language refer to
the historical diversity of external causes, thus leading to the ideal of a “general” science of lan-
guage that is anthropological and encyclopedic, whereas, with Saussure, by focusing on the arbi-
trary, the internal character of language’s social aspects leads to generalness without generalization,
and to the paradoxical, complex and prospective inclusion of linguistics within semiology.
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many subsequent definitions, both abroad and in this country: “A word is
defined by the association of a particular meaning with a particular group of
sounds capable of a particular grammatical employment” (cit. from [Arnold
1973, p. 26]). But this definition does not permit us to distinguish words from
word-combinations because not only mpasa but 3erena mpasa are combina-
tions of a particular group of sounds with a particular meaning capable of a
particular grammatical employment.

Each of the cited definitions is based on singling out of an important fea-
ture of the word or of a number of features. Let’s summarize the main points:

e the word is a dialectical unity of form and content;

e the word is internally stable (in terms of the order of the component
morphemes);

e the word is the minimum significant linguistic unit capable of function-
ing alone and characterized by positional mobility (permutable with other
words in the sentence).

These features permit us to create a basis for the opposition between the word
and the phoneme, and the word and the morpheme. The phoneme and the
morpheme cannot function otherwise than in the word. Thus we will proceed
from the assumption that the word is the basic unit of the language system, the
smallest on the syntactic and the largest on morphological plane of linguistic
analysis.

2. Morphemes: free and bound forms.

The ideas below were suggested by Leonard Bloomfield and developed by
other structuralists’. He stated that a linguistic form which is never spoken
alone is a bound form, all others are free forms. Some linguistic forms bear
partial phonetic-semantic resemblances to other forms: e.g. John ran, John
fell, Bill ran, Bill fell; Johnny, Billy,; playing, dancing, blackberry, cranberry,
strawberry. A linguistic form which bears a partial phonetic-semantic resem-
blance to some other linguistic form, is a complex form. In any complex form,
each constituent is said to accompany other constituents. The constituent

7 See, for example, the article “On Defining the Morpheme” by Dwight L. Bolinger in Additional
resources to this lecture.

37

LECTURE 2

forms in our example above: John, ran, Bill, fell, play, dance, black, berry,
straw, cran- (unique constituent incranberry), -y (bound-form constituent in
Johnny, Billy), -ing (bound-form constituent in playing, dancing).

A linguistic form which bears no partial phonetic-semantic resemblance to
any other form is a simple form or a morpheme. Thus, play, dance, cran-, -y,
-ing are morphemes. The term morpheme is derived from Greek morphe —
form and -eme. The Greek suffix -eme has been adopted by linguists to denote
the smallest unit or the minimum distinctive feature.

A morpheme can be described phonetically, since it consists of one or
more phonemes. e.g. the morpheme pin bears a phonetic resemblance to other
morphemes, such as pig, pen, tin, ten. On the basis of these resemblances it
can be analyzed and described in terms of three phonemes, but, since these
resemblances are not connected with resemblances of meaning, we cannot
attribute any meaning to the phonemes. It is the morpheme that is the smallest
meaningful unit of form. The meaning of a morpheme is a sememe. Linguists
assume that each sememe is a constant and definite unit of meaning, different
from all other meanings in the language.

Since every complex form is made up entirely of morphemes, a complete list
of morphemes would account for all the phonetic forms of a language. The total
stock of morphemes in a language is its lexicon. However, if we knew the
lexicon of a language, and had a reasonably accurate knowledge of each sem-
eme, we might still fail to understand the forms of this language. Every utterance
contains some significant features that are not accounted for by the lexicon.

The description of the types of morphemes in any given language is rela-
tively simple in comparison with the description of the meaningful construc-
tions in which those morphemes occur. Each language has a different system
for the combining of morphemes. In syntax there may be alternative orders:

John ran away — Away ran John — Away John ran

But in morphology the order is fixed. The morpheme boundaries are de-
termined on the basis of comparison with other utterances. We seek utterances
which differ from our original in only one stated portion. We try to make the
selection of a basic alternant so as to get, in the long run, the simplest descrip-
tion of facts. L. Bloomfield suggests that this principle of immediate constitu-
ents leads us to distinguishing certain classes of words:
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A. Secondary words, containing free forms:

1. Compound words, containing more than one free form: door-knob, wild-
animal-tamer. The included free forms are the members of the compound
word: in our examples, the members are the words door, knob, tamer, and the
phrase wild animal.

2. Derived secondary words, containing one free form: boyish, old-
maidish. The included free form is called the underlying form; in our exam-
ples the underlying forms are the word boy and the phrase o/d maid.

B. Primary words, not containing a free form:

1. Derived primary words, containing more than one bound form:
re-ceive, de-ceive, con-ceive, re-tain, de-tain, con-tain.

2. Morpheme-words, consisting of a single (free) morpheme: man, boy,
cut, run, red, big.

A sample analysis which has become almost classical, being repeated many
times by many authors, is Bloomfield’s analysis of the word ungentlemanly.
Comparing the word with other utterances the listener recognizes the morpheme
un- as a negative prefix because he/she has often come across words built on the
pattern un- plus adjective stem: uncertain, unconscious, uneasy, unfortunate,
unmistakable, unnatural. One can also come across the adjective gentlemanly.
Thus at the first cut we obtain the following immediate constituents: un — gen-
tlemanly. If we continue our analysis we see that although gent occurs as a free
form in low colloquial usage, no such words as lemanly may be found either as a
free or as a bound constituent, so this time we have to separate the final
morpheme. We are justified in so doing as there are many adjectives following
the pattern noun stem + -/y, such as womanly masterly, scholarly, soldierly with
the same semantic relationship of “having the quality of the person denoted by
the stem”; we also have come across the noun gentleman in other utterances.

The two first stages of the analysis resulted in separating a free and a
bound form: 1) un- + gentlemanly, 2) gentleman + -ly. The third cut has its
peculiarities. The division into gent- + -leman is obviously impossible as no
such pattern exists in English, so the cut is gentle + man. A similar pattern:
adjective stem + -man is observed in nobleman. The word gentle is open to
discussion. If we compare it with such adjectives as brittle, fertile, juvenile,
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little, noble, subtle and some more containing the suffix -le/-ile added to a
bound stem, they form a pattern for our case.

To sum up: as we break the word we obtain at any level only two immedi-
ate constituents. All the time the analysis is based on the patterns characteristic
of the English vocabulary. As a pattern showing the combination of all the
constituents segregated at various stages we obtain the following formula:

un- + {[(gent- + -le) + -man] + -ly}

What concerns morphological types of words, Ukrainian lexicological tra-
dition is a bit different. According to M.P. Ivchenko [IBuenko 1962,
p. 199-200] the following types of words with reference to the morphological
structure can be distinguished in Ukrainian:

I. Non-derived words:

1. Non-derived words consisting of the root: menep, mym, mam, oyoice, ma-
710, 3a824C0U, CKPI3b, MOJICHA, y, NPU, 60, HAO, 00, i, ale.

2. Non-derived words consisting of the root and the ending: mo6-a, 600-a,
se3-y, eecen-uil. Here belong also words with zero affix: six, 6i3, Hic.

II. Derived words made up of roots, prefixes and suffixes:

1. Words consisting of the root and the suffix: ckpun-x-a, icmop-uun-uii.

Several suffixes can be used.

2. Words consisting of the root and the prefix: do-nuc, nepe-knao.

3. Combination of the root with prefixes and suffixes: nepe-cmpu6-
HY-mu, NPO-CEIM-U-mu, 3a-neg-Hu-mi.

III. Compound words created by combining two stems with or without
infix: zicocmen, ckopoxoo.

3. Morphemes: contribution to the meaning
and function of the word.

In order to represent the internal structure of words, it is necessary not only to
identify each of the component morphemes but also to classify these elements in
terms of their contribution to the meaning and function of the larger word.

According to the role they play in constructing words, morphemes are sub-
divided into roots and affixes (lat. affixus — npuxpinaenuii). The latter are
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further subdivided, according to their position, into prefixes, suffixes and
infixes, and according to their function and meaning, into derivational and
functional affixes, the latter also called outer formatives. (The term was
suggested by Eugene Nida® as contrasted to inner formatives which is equiva-
lent to our term derivational affixes).

When functional affix is stripped from the word, what remains is a stem
(or a base). The stem expresses the lexical meaning. In many cases, the base is
also the root. The principles of singling out stems and roots are different.
Roots are semantic cores of words. Stems are directly connected with inflec-
tional affixes, thus singled out on the structural principle. Root and stem can
coincide but they should be viewed from different angles. In books, for exam-
ple the element to which the affix -s is added corresponds to the word’s root.
In other cases, however, an affix can be added to a larger unit than a root. This
happens in words such as blackened, in which the past tense affix -ed is added
to the verbal stem blacken — a unit consisting of the root morpheme black and
the suffix -en. Thus stems may differ structurally, they may be root stems
(work -er), derived stems (beauti-ful -ly) and compound stems (long-hair -ed).

Stems are combined with definite affixes and their combinability or valen-
cy depends on several reasons:

e grammatical category of stems, e.g. some suffixes can be added only to
nouns (adjectives, verbs etc.);

e semantic content of stems and affixes, e.g. stems negative in meaning
cannot tackle prefixes of negation;

e phonetic peculiarities of stems and affixes, e.g. some stems ending in
lip consonants take suffixes with initial vowel, e.g. dist-ance.

Root morphemes can also combine with functional affixes without being
complicated by functional affixes. There are cases when root morphemes are
bound morphemes. This type of root morphemes is characteristic of Ukrainian:
Manop-u, MaHop-ye-amu, MaHop-i6H-uil.

¥ Eugene A. Nida (1914-2011) developed the dynamic-equivalence Bible translation theory and was
one of the founders of the modern discipline of translation studies. Nida also developed the compo-
nential analysis technique, which split words into their components to help determine equivalence in
translation (e.g. “bachelor” = male + unmarried). This is, perhaps, not the best example of the
technique, though it is the most well-known.
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Sometimes root morphemes can come close to affixes when their meaning
is weakened like: 1) -man in seaman, postman; -106 in KHu2o106, npasoo-
a00; 2) tele- in telescope, telephone or -graph in phono-graph, telegraph.
Such morphemes are sometimes called semi-affixes. Smirnitskiy views such
cases as specific root morphemes which can be used only in compounds and
come close either to suffixal or prefixal morphemes [CMupHUUKHI
1956, p. 54].

Functional affixes serve to convey grammatical meaning. They build dif-
ferent forms of one and the same word. Complete sets of all the various forms
of a word when considered as inflectional patterns, such as declentions or
conjugations, are termed paradigms. An inflectional paradigm is therefore
defined as the system of grammatical forms characteristic of a word. e.g. near,
nearer, nearest, son, sons, son’s, sons’. Lexical derivatives make up a deriva-
tional or lexical paradigm. Thus, for instance, from the word /ove a number of
derivative words can be generated: love, lovely, loveliness, loveless, lover,
loving, lovingly, lovable, beloved.

Derivational affixes serve to supply the root with components of lexical
and lexical-grammatical meaning, and thus form different words. Lexicology
is primarily concerned with derivational affixes, functional affixes being the
domain of grammarians. But, in fact, the whole problem of word-formation is
a boundary area between lexicology and grammar.

Because inflection and derivation are both marked by affixation, the dis-
tinction between the two can be a subtle one and it is sometimes unclear which
function a particular affix has. Three criteria are commonly used to help
distinguish between inflectional and derivational affixes.

1. Inflexion does not change either the part of speech or the type of
meaning found in the word to which it applies. The form produced by
adding the plural suffix -s in Fig. 2.1 (a) is still a noun and has the same
type of meaning as the stem. Even though books differs from book in refer-
ring to several things rather than just one, the type of thing(s) to which it
refers remains the same. Similarly, a past tense suffix such as the one in
Fig. 2.1 (b) indicates that the action took place in the past, but it does not
change the word’s category (which remains a V), nor does it modify the
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type of meaning. The verb continues to denote an action regardless of
whether the tense is past or non-past.

a) /Nx b) V.
N RN
N Af Vv Af
l
] |
book S work ed

Fig. 2.1.

In contrast derivational affixes characteristically change the category
and/or the type of meaning of the form to which they apply and are therefore
said to create a new word. Consider the examples of derivation in Fig. 2.2.

a) A% b) N c) A d) N
SN VRN N SN
A Af v Af N Af N Af
modern ize govern ment  season al king dom
Fig. 2.2.

Parallel changes in category and type of meaning are brought about by
-ize, -ment and -al. Matters are a little different in the case of -dom which
does not bring about a category change (Fig. 2.2 (d)). However, -dom does
modify the type of meaning from “person” (for king) to “place” (for king-
dom).

2. The second property of inflectional affixes has to do with the order in
which they are combined with a stem relative to derivational affixes. As
figure 2.3 illustrates, a derivational affix must combine with stem before an
inflexional affix does. (IA = inflectional affix; DA = derivational affix).
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a /
S

N Af Af

neighbour  hood s * neighbour S hood

Root DA 1A Root IA DA
Fig. 2.3.

3. The third criterion for distinguishing between inflectional and deriva-
tional affixes has to do with productivity, the relative freedom with which
they can combine with stems of the appropriate category. Inflectional
affixes typically have relatively few exceptions. The suffix -s, for example,
can combine with virtually any noun that allows a plural form. In contrast,
derivational affixes characteristically apply to restricted classes of stems.
Thus -ize can combine with only certain adjectives to form a verb.

modern -ize * new-ize
legal-ize * lawful-ize

4. Contrastive analysis of the morphemic structure
of English and Ukrainian words.

The theoretical foundations of word analysis in terms of its morphological
structure apply both to English and Ukrainian languages. But accor-
ding to the classification of Indo-European languages English and
Ukrainian belong to different types of flectional languages. English is analytic
and Ukrainian is primarily synthetic. The terms explain themselves. In the
synthetic languages the relations between words are expressed by forms of the
words themselves. In analytic languages it is the sentence that is of prime
importance and grammatical meanings are expressed by words arranged in a

44



LECTURE 2

fixed order. We never find pure synthesis or analysis in any language. But
English is notably analytic. There are only seven inflectional affixes in it (all
suffixes). Ukrainian has dozens of inflectional affixes and encodes contrasts
not represented in English.

Firstly, we can single out derivational and functional affixes in Ukrainian
but they have some peculiarities. Derivational affixes in Ukrainian include:

1. Suffixes — realize their meaning only together with the root morpheme.
For example, suffixes can express the meaning of generalized property,
abstract notion when combined with roots of adjectives denoting concrete
properties or features of objects: dobp-om-a — 0obp-uii, xopobp-icme —
XOpOOp-Hid, KpyT-U3H-a — KPYm-Ull.

The suffix being combined with the root specifies or changes the content of
the word and together with the ending indicates what part of speech it belongs
to. Suffixes can transform the word into another part of speech.

2. Prefixes — differ from derivational suffixes because they are added to
the whole word and not to the root and cannot transform the word into another
part of speech, e.g. secna - npogecna, oaemuiii — RpaAdasHiil, X00uUmMU — 3AX0-
oumu, 36UYHO — HE36UUHO.

3. Postfixes — -ca serves to create reflexive verbs: aumu — aumucs,
CONOOKUTL — HACON00HCYBAMUCA.

4. Infixes — are used to connect two or more roots thus occur within a
stem. In Ukrainian this function can be performed by three vowels: o, e, 3, e.g.
JICOMYHOPA, NepuoopyKap, Npaye3oamHuil, HCummapadiCHull.

Functional affixes in Ukrainian are traditionally subdivided into form-
creating (popmomeopui) and word-changing (cnoeo3minni). Form-creating
affixes differ from derivational as they are combined with the stem of one and
the same word while derivational affixes are combined with the stem to create
a new word. Form-creating suffixes are standardized, obligatory for all the
words belonging to the part of speech within which they create a definite
system of word-forms (cnoBogopmn). For example, all the infinitives have the
form made up with the suffix -mu, forms of the past tense are built with suffix
-6 (or zero) and -7- to which the ending showing gender and number categories
i1s added: nucamu — nucas, nucana, nucaio, nucaiu; Hecmu — Hic, Heca,
necno, necau. Form-creating suffixes -yu (-rou), -au (-s4), -1- are used to make
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up past and present active participles: poorcesimu — pooicegirouuii, 3uopHimu —
syopuinuu;, suffixes -u (-em), -m create past participles (Ti€MPUKMETHUKH
MHHYJIOTO 4acy): nobinumu — nobirenuu, 36umu — 36umutl; suffixes
-yuu (-louu), -auu (-auu) — present participles (Hi€mpHUCITIBHUKY TETEPIIIHEOTO
gacy) and -ww, -6wu — past participles (TiENPUCTIBHUKA MHHYJIOTO Hacy):
pOodIcesimuU — pOHCeBIIOYU, 3YOPHIMU — 3YOPHIBUIU.

Prefixes and suffixes used to create an aspect pair of verbs in Ukrainian are
also considered form-creating. e.g. nemimu — npuremimu. Compare:
nemimu — éremimu. In the second case the lexical meaning is specified, thus
the prefix is a derivational affix.

The main type of functional affixes in Ukrainian is word-changing affix
called flection or ending (hnexcis abo 3akiHueHHs). It serves to indicate the
combination of words with other words in word-combinations or sentences.
Changeable parts of speech in Ukrainian have definite systems of word-
changing (cnoBo3mina). Types of declention (BimmiHtoBaHHs) of nouns, adjec-
tives, numerals, pronouns are differentiated through the system of endings
which render grammatical meanings of case, gender and number or only case
(in cardinal numerals). Verbs have a complicated system of conjugation
(mieBinminroBanHs). Main indicators of the categories of person, gender and
number are endings. Endings are highly abstract. They can be easily attached
to all the words belonging to a certain type of declenation or conjugation and
create a definite system of word-forms.

In the declention system the zero affix (not expressed phonemically) can
have some grammatical meaning, e.g. with nouns in the genitive case, plural -
BIKHO — GIKOH, 8UULHA — BULLEHb, Yepedd — Yepio.

Isomorphism and allomorphism in the morphemic structure of English and
Ukrainian words was researched by Ilko V. Korunets’ [Korunets 2004,
p. 179-192] and the statements below are based on his research. Morphemes
as minimal meaningful units in both contrasted languages can be free or

? Ilko Vakulovich Korunets (1922-2018) — an outstanding Ukrainian scholar, one of the founders of
the modern Ukrainian translation studies, the author of more than 100 scholarly and academic works
and artistic translations from English and Italian. I. Korunets was the professor of the department of
English philology and translation (Taras Shevchenko National University of Kyiv), a sincere and
bright person. He devoted all his life to the development of Ukrainian translation studies, training of
future translators and was a true patriot of our Motherland.
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bound. Free or root morphemes, as it has already been mentioned, are lexically
and functionally not dependent on other morphemes. In both languages they
may be regular words, e.g., boy, day, he, four, oens, xinw, piu, 6in, mpu or they
may constitute the lexical core of a word, e.g., boyhood, daily, fourth, oenna,
niynuil, mpuyi, etc. In other words, root morphemes in English, Ukrainian and
some other languages are not dependent on other morphemes in a word. Bound
morphemes, on the other hand, can not function independently: they are bound to
the root or to the stem consisting of the root morpheme and of one or more
affixal morphemes, e.g., days, spoken, fourteen, overcome, government, OueHo,
posymom, Oui, Hawum etc. Bound morphemes like -s, -en, - teen, over-, -ment, -o,
-om, -i, -um in either of the two languages can not exist independently, i.e. they
are not free but always dependent on roots or stems of their words.

Root morphemes. Due to its historical development, English has a much
larger number of morphologically unmarked words, i.e. regular root morphemes,
than Ukrainian. Consequently, the number of inflexions expressing the morpho-
logical categories is much smaller in English than in Ukrainian. Moreover, a lot
of notionals in English lack even the affixes which can identify their lexico-
morphological nature. Free root-morphemed words, though fewer in Ukrainian,
are still represented in all lexico-morphological classes as nouns, verbs, adjec-
tives, etc. of both contrasted languages, e.g. arm, pen, boy, work, do, red, he, she,
it, five, this, ten, here, far, etc. Similarly, in Ukrainian: uic, 106, uy6, mu, éapm,
xmo, mpu, mym, oe, 6iH, etc.

Free root morphemes in English and Ukrainian can also be functional
words: but, till, on, not, through, just (a moment), mos, cems, max, neswe,
Modice, 0X, 03eHb, 2a8, He, Hi, 6i0, Ha, niod, etc. Root morphemes in English can
often form part of the stem, which is especially characteristic of present-day
Ukrainian, for example: workers, friendliness, concerning, beautiful;
PoOImHUYMBO, be3MedCHICIb, NePeoOsSIcHYMUCs, NepepoOuUslUil, MeNnIeHbKO,
menJjieceHvko, etc.

Affixal morphemes in the contrasted languages split into derivational
and functional morphemes. Derivational morphemes are in both English and
Ukrainian mainly suffixes and sometimes prefixes. The number of suffixes in
the contrasted languages considerably exceeds the number of prefixes. Thus
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the significance of the latter (prefixes) in word-building is not so big in both
languages. The number of suffixes in English does not exceed 100, there being
60 noun-forming, 26 adjective-forming, 5 verb-forming and 3 adverb-forming
suffixes. Among the noun-indicating/forming suffixes in English are -acy,
-ance, -ion, -dom, -er, -ess, -hood, -ics, -ism, -ity, -ment, -ness, -ship, -ty and
others. For example, democracy, alliance, delegation, freedom, writer, false-
hood, politics, feudalism, government, management, fitness, likeness, penman-
ship, friendship, loyalty, etc. The adjective-indicating suffixes are: -able, -al,
-ial,-fold, -ful, -ic, -ile, -ish, -less, -ous, -some, -ward, -y and some others. For
example, capable, formal, presidential, manifold, grateful, laconic, futile,
selfish, meaningless, dangerous, tiresome, eastward, happy, silly, etc. The
verb-indicating suffixes are -ate, -en, -esce, -ify, -ise. E.g., negotiate, facilitate,
blacken, shorten, acquiesce, beautify, purify, demobilise, organise. The
adverb-indicating suffixes are -ly, -wards, -ward, -ways: quickly, slowly,
southward/southwards, sideways, etc.

Ukrainian word-forming suffixes are more numerous and also more
diverse by their nature, there being special suffixes to identify different gen-
ders of nouns that are practically missing in English. Thus, masculine gender
suffixes of nouns in Ukrainian are: -uuk, -i6Hux, -LibHuK, -4, -ik/-ix, -eyb/-cyb,
-ap/-ap, -up, -ucm, -icm, -menv, -anb and others. For example, meoux,
20CNOOAPHUK, PAXIBHUK, KEPMAHUY, Kpaseyb, XiMiK, npo3aix, 6ocynb, waxmap,
Mmyasp, bpueaoup, 3oupau, 0isy, OKyIicm, UXo08ameb, CKpUnaib, etc.

Suffixes of feminine gender in Ukrainian usually follow the masculine
gender suffix in the noun stem, the most frequent of the former being -x/a/,
-un/s/, -ec/a/, -yx/a/, -m/a/, -iu/a/, etc. For example, suxosam-env-x-a, pao-
UCM-K-a, CRIG-AH-K-d, Y4-eH-UY-5, MKAY-Ux-d, noem-ec-d, Ko8Alb-i6H-d,
Mope-yx-a, oupexm-op-ut-a, Cemenis-na. The corresponding English suffixes -
or, -ess, -me, -rix, -ine, and —ette identify the masculine and feminine sex and
not the grammatical gender. For example, actor, emperor, actress, poetess,
directrix, emperatrix, heroine, suffragette. English nouns with the so-called
gender suffixes do not differ functionally from other nouns which have no
such suffixes. For example, The actor/actress sang and The bird sang. Ukrain-
ian gender nouns, however, always require corresponding gender forms in
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attributes and predicates. For example, monoduti apmucm cnieas. I'apna
apmucmka cnigana. Panxose nebo cipino. Mani nmawxu cnieanu, 4opuuti
80pPOH CUOIB, CUBA BOPOHA CUOLNA, CIpe KOMEHS HABKALO.

Ukrainian suffixes can form nouns of the feminine gender denoting non-
human beings as animals, birds, insects, as well as some class nouns, abstract
and collective nouns, for example: cuie-yp-k-a, nepen-in-x-a, yeipk-yH-x-a,
napyo-om-a, pio-u-s, 6op-u-s, biean-un-a, 60pomvb-6-a, CHPUM-HICMb, CEIdC-
ur-a, banlaxka-Hu-Ha.

Suffixes of the neuter gender are mostly used in Ukrainian to identify
abstract and collective nouns and names of materials, babies, cubs, nurslings,
as in the following nouns: srcino-yme-o, yuumeno-cme-o, Hepob-cme-o, 6adu-
A=A, 3acu-11-s, 30i-0iCoiC-5, KIO-4Y-5, CMI-MM-s, 2Opi-HH-5, Geli-HH-3,
mepn-iHH-A.

Apart from the afore-mentioned, there exist in Ukrainian large groups of
evaluative diminutive and augmentative noun suffixes as in 3ip-onsk-a, con-
euK-o0, pyy-uwy-e, 20106-ewk-a, obuy-op-a, kaban-op-a, etc. and patronimic
suffixes like -ewx-o, -yx, -uyx, -yn, -wyx, -eys, etc. For example,
bonoapenxo, [onosawyx, Ilempyk, I[oniwyx, Yepeuneys, Jlumesuneyo,
Jlisuyn, Moguyn.

The number of suffixes forming only diminutive nouns in Ukrainian is as
many as 53, compared with 16 suffixes in English, only 4 of which are practi-
cally productive (e.g., gooseling, girlie, booklet, daddy, granny). Neither is
there identity in the formation of English and Ukrainian statives, the latter
mostly having in Ukrainian the same form as adverbs or modal words
(e.g.: npuxpo, oyuno, mpeba, kpawe etc.). These groups of suffixes (as can be
seen below) pertain to English as well, but they are much less represented.
Nevertheless, despite the difference in the quantity and quality of suffixes,
they perform in English and Ukrainian an isomorphic (either the word-forming
or form-building) function. This can also be seen from the following few
examples:

English Word-Forming Suffixes: a) noun-forming suffixes -er, -or,
-hood, -ment, -ance: worker, sailor, falsehood, government, alliance, appea-
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rance; b) adjective-forming suffixes: -y, -ful, -able (-ible), -less: rocky, joyful,
reliable, useless;

Ukrainian Word-Forming Suffixes: a) noun-forming suffixes: -ens, -eys,
-HUK, -IHb, - ICMb, -HICMb: 6uumenb, Oopeyvb, poOIMHUK, 2AUOIHb, YUHHUK,
OasHicmb, 2opdicmu; b) verb-forming suffixes: -wy, -mu, -ysa, -wea:
Kycuymu, 3umyeamu, onioeamu; ¢) verb-forming suffixes: -ise, -en: realise,
shorten, blacken; -ate, -fy: elaborate, signify; d) adverb-forming suffixes:
-fold, -ce, -ward, -ly: twofold, thrice, nicely, homeward, etc.; c) adjective-
forming suffixes: -x,-ug, -mue: 6auzbKull, NPaAgOUBUL, MICOKUU, NPUMXTUBULL
d) adverb-forming suffixes: -wo, -ui, -ku, -ma: nowenku, cudvma, 08iui,
20pIiUYb, COHHO, GIUHO.

Form-building suffixes in English and Ukrainian, when added to the root
(or to the stem of a word), change the form of these words, adding some new
shade to their lexical meaning. These suffixes may also change the lexical
meaning of the stem, for example: Ann — Anny, duck — duckling, hill — hil-
lock, friend — friendship, London — Londoner, four — fourteen — forty, etc.
In Ukrainian: oumuna — oumunua, 1owax — 10uwaqox. XapKie — XapKie sHun,
nAmKa — NAIMOYKd, Xi0 — XOOAHUHA — NOXO0O0EHbKU, WEUOKO — UWEUOEHbKO,
XYMKO — XYMeHbKO.

Prefixes in the contrasted languages modify the lexical meaning of the
word. They may sometimes change even the lexico-grammatical nature of the
derivative word. As for example:

In English In Ukrainian
co-existence, enclosure, insight, 0e3Mip, BiIals, 3aB’s13b, IMiIBHI,
prorector; avert, adjoin, bewrap, mpaic; BOiraTu, HAKpU4IaTH, OOIUTH,

subordinate; anomalous, eccentric, OOMUTH, ITiABECTH; AHTHBOECHHHUI,
non-standard, unable; ablaze, asleep; HaaMipHWMIL; Broioc, 3amMix,
together; below; because, unless, 0-HAIIOMY, ITO-HIMEIbKH, TIOMIXK,
until. MIOHA/T; OCKLIBKH, TI03asIK, TPUXI]I,
MTOXOAEHBKH, pO30UTH, TEPEMIpSTH,
sIKHaMKpallle, IoHaNIIBHULLE, etc.
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Word-forming prefixes pertain mostly to the English language where they
can form different parts of speech. For example,

verbs: bedew, bemadam, embed, encamp, enable, denude, disable,
endear;

adjectives: anti-war, non-party, pre-war, post-war;

statives: aboard, alike, asleep;

adverbs: today, tomorrow, together,

prepositions: below, behind;

conjunctions: because, unless, until.

In Ukrainian only some conjunctions, prepositions and adverbs can be
formed by means of prefixes, for example: 6denw, 6Houi, no-nawomy, no-
HoBOMY,  HaOIK,  60pyee,  6Mpeme,  OCKLIbKU,  BHACAIOOK,  B820pY,
3HU3y, woratimenwe. Isomorphic is also the use of two (in English) and more
(in  Ukrainian) prefixes before the root/stem: misrepresentation,
re-embankment. In Ukrainian three prefixes may be used to modify the lexical
meaning of nouns, adjectives, past participles, and verbs, for example:
HeO0B8UMOAOM, HEOOBUMOPS, NePepO3NOOINAMU, HeO0BUMONOYeHUl, He /
nepepo3nooiieHull, HedosUmMop2y8amu, nepepo3nooLIumy, etc.

Find more information on inflexional morphemes in English and in
Ukrainian in Additional resources.

5. Seminar tasks and questions.

1. Comment on the notion of the word and approaches to its definition.

2. Comment on the notion of morpheme and its grammatical and lexi-
cal meaning.

3. Types of morphemes. Free/bound morphemes.

4. Types of Affixes. Its classification.

5. The classification of prefixes.

6. Suffixation. English and Ukrainian suffixes.

8. Watch the video on Morphology. URL: https://www.youtube.com/
watch?v=syjbhT45bJ14 — and be ready to discuss it.
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7. Additional resources: Part 2.

The article below was written by Dwight L.
d Bolinger (1907-1992) — an American linguist and
Professor of Romance Languages and Literatures at
Harvard University, and was published in WORD in
1948, Vol. 4:1, pp. 18-23.

Mode of access: https://doi.org/10.1080/004
37956.1948.11659323

DWIGHT L. BOLINGER
ON DEFINING THE MORPHEME

Implicit in Bloomfield’s definition of the morpheme as ‘a linguistic form
which bears no partial phonetic-semantic resemblance to any other form’, and
of the morpheme’s semantic content (sememe) as ‘a constant and definite unit
of meaning, different from all other meanings, including all other sememes, in
the language’ [L. Bloomfield, Language 161-162; New York, 1933], is the
assumption that a given phonetic concourse is either entirely with or entirely
without meaning. The passage from the ‘ultimate constituent’ to the ‘meaning-
less sub-unit’ is abrupt: there is no meaning at all below the morpheme
(if there is, we shall be suspected of not having analyzed far enough); and
there is as much meaning, qualitatively, in morpheme plus zero as in mor-
pheme plus morpheme plus morpheme ...

I believe that this concept of the morpheme needs examination because
(1) it is important to constituent analysis; (2) it is a crossroads between dia-
chronic and synchronic morphology; and (3) it shows the necessity for a more
rigorous treatment of meaning as it applies to synchronic analysis. I shall
maintain: (1) That the transition from sub-unit to morpheme is, as regards
meaning, not abrupt, altho there is a point below which we contemplate a
world that is dead, or nearly so, but above which the degree of fluidity, the
degree of animation, jumps upward at a rate far exceeding its increase else-
where; this degree of animation, by which I mean the statistically determinable
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readiness with which an element enters into new combinations, is the only sure
linguistic evidence that the element has a meaning of its own. (2) That this
increase continues as utterances are augmented in extent and still further as
they are combined with other utterances, tho at an infinitely slower rate. In
other words, instead of describing the access of meaning as a rectangle open at
the growing end and closed squarely at the end that represents morpheme plus
zero, | should diagram it as a parabola with the narrowest part of the curve
standing for a least element capable of entering into new combinations (having
meaning), and with the morpheme either at the same point or slightly to the
right of it. The slow widening of the open end of the parabola is only a way of
depicting the fact that a + b will join more readily into new combinations than
a or b alone, that (a + b) + (¢ + d) will combine more freely in new arrange-
ments than a + b or ¢ + d alone, etc.-in other words, that the linguistic envi-
ronment of a smaller unit tends to be more predictable than that of a larger
unit. (3) That the morpheme, as defined, is a variable, and scarcely easier to
pin down than a word. And (4) that the morpheme needs redefinition, as it
represents at present a curious survival of the confusion of contemporary and
historical analysis.

The application of the definition that I have quoted is illustrated by the
statement that ‘unhesitating is not a morpheme’ [R. S. Wells, Immediate
Constituents, LANG. 23.81 (1947)]. Since un-, -hesitat-, and -ing are all
encountered elsewhere with meanings similar to the ones that they reveal here,
unhesitating is not an ultimate constituent, or morpheme. The difficulty arises
when we attempt to deal with words like away or disease. We know, of
course, etymologically, that there are two components in disease; but this
knowledge is diachronic, and cannot be invoked in a synchronic analysis. As
far as the contemporary meanings of dis- and -ease are concerned, they are
irrelevant to the contemporary meaning of disease-it would be impossible for a
modern speaker of English to create disease out of dis- and -ease as we now
use them, as he might, for example, create de-hair or de-sugar. Stimulated by
our etymological information we may imagine to ourselves how the meaning
of disease developed from the combined meanings of its etymological compo-
nents; but this in no way represents any picture that the vast majority of the
users of the language carry about with them. If we were limited to usage we

54



LECTURE 2

could no more divide disease (as spoken, diziiz) into dis- plus -ease than we
can divide curfew into cur- and -few, or copper into cop- and -er. Etymology
has undoubtedly motivated attempts at synchronic constituent analysis of
many words, but needs to be carefully separated from it.

Now when we pass from words like disease in which the combination is
different semantically from its elements (and the difference is not attributable
to any tagmeme, such as order or modulation, but is a psychological transfor-
mation related to the frequency of the combination), to words in which the
combination is clearly the sum of the parts, such as unhesitating, we traverse a
zone in which there is every imaginable degree of relationship between the
part and the whole. In some, the relationship is dim-one scarcely knows
whether to affirm it, or to call the totality a morpheme-word; as indicated by
the stressed -sai- versus the unstressed -si- of motorcycle and bicycle, we seem
to have two cognate forms one of which is clearly separable and the other may
or may not be. This wavering continues all the way up into fairly complex
combinations, with of course fewer and fewer examples the farther we go. To
most unsophisticated users of the language a short circuit has nothing to do
with either short or circuit (except in so far as the phrase itself has been
clipped to a short); and to not a few of these it has come to signify merely
some kind of electrical mishap, completely removed from even that technical
meaning which might, on reflection, be traced to short plus circuit. Ask one of
these persons to account for the contrast short circuit versus long circuit and
he will only look astonished.

If we abandon the etymological standard of analysis we resign ourselves to
the fact that the cept of receptive, concept, and except is no more ‘a mor-
pheme’, synchronically speaking, than is the taf of taffeta, taffy, and distaff, for
neither meets the test of meaning. May we go a step farther? Suppose that a
form which under many conditions does meet the test of meaning, such as the
re- of recall, reclaim, rebate, return, remand, and a host of neologisms, under
other conditions has its primary meaning swallowed up, as in repertory,
religion, recipe, or again has it contrasting with itself as in re-creation versus
recreation, or, finally, relates to a secondary meaning of the etymon as in
research. Unless we resort to etymology there is no way to identify all these
instances as a single morpheme.
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The re- of research (‘diligent, intensive’) of recall (‘back’), of rewrite
(‘again’), and of religion (zero) are, synchronically, merely homonyms or
near-homonyms. Besides identity and mere homonymy there may be partial
synonymy, as in the un- of undetermined and the un- of unwind, which are
related as negatives but distinguished by their peculiar connotations of ‘yet to
be’ and ‘in reverse’.

This raises the all-important question of WHOSE meaning, since meaning
is the criterion. Clearly in the speech of the person who says a three-wheeled
bicycle we cannot analyze bicycle. There are speakers of English who could
never see a resemblance between the com- of compare and the com- of com-
pound except the resemblance of sound, tho these same speakers would readi-
ly note the kinship of the co- in co-worker and co-defendant; there are others
who might be taught to see the connexion in compare and compound, but
would never think of it otherwise. For these people, who probably make up the
bulk of the speakers of the language, can we rightly say that com- (con-) is a
morpheme? It is doubtful whether for them any collocation of phonemes can
be called a morpheme (as defined) unless it is still an active formative in the
language, such as un-, re-, anti-, de-, in many or most of their combinations.

Obviously we cannot use meaning to determine an element in speech until
we decide whose meaning, and what kind of meaning, we mean. As for whose,
it can scarcely be other than that of the majority of speakers. As to what kind,
it should be the kind that the majority would recognize as constituting a basis
of similarity among complex forms that are otherwise dissimilar in meaning.
For the latter, we might speak of ‘proper meaning’, referring to the meaning
that can be assigned to a segment taken separately. The in- of infer and intense
would not have proper meaning because the majority of speakers would never
take it separately; it would not, therefor, be a morpheme. It follows that proper
meaning, as the determinant of a morpheme, is intimately connected with
freedom. If it is a bound form, the element must -in order to be a morpheme-be
active; for the moment that it becomes inert the new generation of speakers
take it merely as a sound element, not a meaning element, of the larger signal.
How proper meaning begins to dim the moment a combination becomes
stereotyped is illustrated by a class in which the twelve students attempting to
use the he (him) + who (that) construction to translate Spanish al que were
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divided equally between those who called it ke who (as verb object!) and those
who chose him who; fifty per cent made the wrong choice because ke who had
partially lost its active relation to the independent use of the pronoun.

Attempts to identify morphemes by formal means will probably bear little
fruit, for juncture and stress are too erratic and bear no simple relationship to
meaning. The open juncture in an aim and the close juncture in a name do not
distinguish an as a morpheme and «a as a non-morpheme, but rather distinguish
an aim from a name as wholes. Tho holiday is not a phonemic phrase by the
Bloch-Trager definition, the -day is a morpheme in the sense that most speakers
would immediately use the word day in defining it, and would associate the
similar sounds with similar meanings. Freedom rather than form is what marks
the morpheme, tho the form is affected in loosely predictable ways. An utter-
ance can perhaps be speeded up until all open junctures disappear, and yet it is
understood, because its morphemes are identified thru memory. Holiday has
often been encountered alone, and it is tied to a similar verbal habit or memory
in birthday and washday; freedom in the sense of not being phrasally bound,
and freedom in the sense of the manipulability of its parts, both REMEM-
BERED, enable us to identify it as a word and its ending as a morpheme.

We thus arrive at a definition of the morpheme which parallels that of the
word. If a word is a least element that can be used by itself, a morpheme is a
least element that can enter into new combinations. Potentiality for new
combination has two distinct advantages, as criterion for the morpheme. In the
first place, it enables us to replace the ill-defined meaning with a measurable
fact, the recurring appearance in new environments. In the second place, we
shall discover that it is necessary in our definition of the word; for if a ‘mini-
mum free form’ is one which merely HAS appeared in varied contexts, it
would actually be BOUND to those (extensive but finite) contexts; only its
potentiality for new combination keeps it from being phrasally bound. The
actual number of new combinations made out of any given morpheme may be
extremely small, but the appearance of only one in the lifetime of a speaker is
still sufficient proof that the element has proper meaning, that its user views it
as something existing at least partly to itself. Admittedly such a definition will
not be altogether easy to apply; but it is an improvement on the definition that
it replaces, which is just as difficult in application and is impossible in theory.
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The definition, however, rules out meaningless residual forms as mor-
phemessuch as the cran- of cranberry-as well as etymological components.
There is no way by which they can be included without opening the door to
forms that we should not wish to include. . This is an inconvenience, as it flies
in the face of usage of the term morpheme, and the change would involve
correcting too many things already written. Since very little constituent analy-
sis has been done, it will be easier to leave morpheme alone and to give a new
name to the KIND of morpheme that I have described as pertinent to constitu-
ent analysis. I therefor propose formative in place of morpheme as I have
defined it, and component for an etymological entity (as used by Bloomfield,
component and constituent are precise synonyms, so that we can utilize the
surplus term), whence a morpheme is ‘a formative, residue, or component’.
But we must remember, if this is done, that synchronic meaning is no longer
the criterion for the morpheme; tho meaning of some sort there would be,
whether diachronic or synchronic. Formatives would include morpheme words
(whence formative might be defined also as ‘a minimum active form’). (Tho
there is wide duplication between residue and component and between forma-
tive and component, we still need to distinguish them, for there are residues
which are not components such as certain portions of discombooberate, and
there are even formatives which are not components, such as the -aroo as
encountered in the originating word buckaroo).

Constituent analysis is more and more hemmed in as it moves from the
open end of the parabola toward smaller and smaller units at the closed end.
Th smaller the unit, the more likely it is to be partially or wholly bound. I do
not refer now to the kind of bondage which mechanically limits certain forms
to one or a few environments, without altering materially the value of the
parts, such as brand, adj., limited to new (or span new), or hard of limited to
hearing; 1 mean the bondage which makes the whole radically different from
the sum of its parts. By all means in present-day speech belongs to the focus
class of yes or certainly, not to that of in every way possible; it is even less
analyzable than certainly, where -ly affects certain- just as it affects glad- in
gladly, whereas by that method is not semantically parallel to by all means.
How do you do? belongs to the focus class of Hello, not to that of How do
you know? Like nobody’s business belongs to the focus class of like sixty, like
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fun, like hell, not to that of like my brother. Why don’t you be careful’!
(admonition or reproach) versus Why not be careful? (suggestion or hypothe-
sis)-unlike the semantically related Why don’t you try it’! and Why not try it?
or What do you say we-?/ paralleling Suppose we-?, etc., are to be analyzed
or not depending on how much the analyzer insists upon fidelity between
meaning of the whole and meanings of the parts. The analyst will generally
elect to analyze, and rightly so, for he cannot assume the impossible burden
of identifying all the stereotypes in a language. Bondage-in the sense of
uniqueness of meaning-is virtually complete by the time we reach down to
the word, and quite complete when we reach the formative. It is true that
there are hints of meaning with vague resemblances of form at inferior levels,
such as the n of un-, in-, non-, nude, numb, nix, no, or the vowel of goof,
boob, google, etc., the occupants of the sharpest part of the parabola that
describes the access of meaning; but constituent analysis should stop before
it reaches this stage. Its problems are too specialized to be included.

CONCLUSIONS

1. Constituent analysis as undertaken up to the present works successfully
reflecting not perfectly but with a high degree of accuracy actual practise in
the language-in larger groups, less successfully as groups are made smaller,
until, at the point of the ‘morpheme,’ it breaks down a large part of the time.
This necessitates a redefinition of the morpheme so as to separate morphemes
that are valid for constituent analysis (formatives and residues) from those
which are valid for diachronic morpholoogy (components). The pluralizing
component of Cincinnati and the genitive component of Evans are irrelevant
to a constituent analysis of contemporary English.

2. The redefinition of the morpheme suggests a clarification of freedom
and bondage. This is called for also because bondage is now used in two
different senses: a sub-word formative is ‘bound’ by the very fact that it is not
a word, that is by never appearing alone, tho the variety of its environments
may be almost infinite; a word, on the other hand, is ‘bound’ when it is
restricted as to its environments. Let us say, then, that: (1) Components are
locked in ‘inert bondage.” (2) Formatives and residues may be locked in
‘active bondage.” (3) Words are locked in ‘phrasal bondage’ when the combi-
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nation is mechanical and the meaning of the parts answers to the meaning of
the whole. The phrasally bound gob in Shut your gob has the same meaning as
mouth in this context, and admits of the same ornamentation as in Shut your
silly gob (or mouth). Phrasal bondage is in tum divided into (a) ‘complete
phrasal bondage’ when the word is used only in enumerable combinations
such as full adv. in full well and full many or tapis in on the tapis; (b) ‘partial
phrasal bondage’ when the word is used only in certain types of context such
as budge (largely in negative contexts); and (c) ‘complex phrasal bondage’
(itself either complete or partial) when a phrase is phrasally bound, such as the
no uncertain of in no uncertain terms (words, phrases) or suffice it in suffice it
to say (point out). (4) Words are locked in ‘semantic bondage’ when a set
phrase, made up of words which may or may not be perfectly free under other
circumstances, has a meaning which does not answer to the sum of the mean-
ings of the . parts. Semantic bondage comprises most of the so-called ‘idioms’
in the language. Since no expression is ever quite as free as the focus class to
which it belongs, semantic bondage affects in greater or lesser degree every
utterance in the language--this is to say that (even disregarding supra-
segmental modifications) the whole is never quite the same as the sum of the
parts. In practice, the difference can as a rule be safely ignored. Thru analogic
creation, any form of bondage may be released into its corresponding form of
freedom: the phrasally bound hard of hearing (not hard of seeing, hard of
smelling) may become ‘Is your car hard of starting?’[PDQ commercial an-
nouncement on Abbott and Costello program, 19 Nov. 1947]. The inertly
pound suffix in delicious, luscious may become actively bound in galuptious,
curvaceous, crematious.
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8. Additional resources: Part 3.

Excerpts from the paragraph “Iso-
morphisms and Allomorphisms in the
Morphemic-Structure of English and
Ukrainian Words” in Ilko V. Korunets’
book “Contrastive Typology of the
English and Urrainian Languages”. —
Binnunsg: “Hosa knura”, 2004. -
P. 184-192.

Inflexional morphemes in the contrasted languages express different mor-
phological categories. The number of genuine English inflexions today is
only 14 to 16. They are noun inflexions, for example: -s (-es),
-en, -ren (boys, watches, oxen, children); inflexions of the comparative and
the superlative degrees of qualitative adjectives: -er, -est (bigger, biggest);
inflexions of degrees of qualitative adverbs: -er/-ier, -est/ -iest (oftener,
oftenest; slowlier; slowliest); the verbal inflexions: -s/-es, -d/-ed, -t, -n/-en;
he puts’/he watches; she learned the rule (burnt the candle);
a broken pencil. The inflexions of absolute possessive pronouns: -s,
-¢: (hers, ours, yours, mine, thine). There are also some genuinely English
plural form inflexions of nouns with restricted use. These are the plural form
inflexions of kine (poetic for cows), fane (archaic of foes), and shoen (archa-
ic of shoes).

Apart from the genuine English inflexional morphemes there exist some
foreign inflexions borrowed and used with nouns of Latin, Greek and French
origin only. Among them are Latin inflexions -um — -a: datum — data, erra-
tum — errata, etc.); -us — i (focus — foci, terminus — termini); -a — ae (formula —
formulae); -us — a (generus — genera); -is — es (axis — axes, thesis — theses);
-ix — es (appendix — appendices); -ies — ies (series — series). The few pairs of
Greek inflexional oppositions in singular and plural are the following: -is — es
(analysis — analyses, basis — bases); -on — a (phenomenon — phe nomena);
-ion — ia (criterion — criteria). In French borrowings only the plural forms are
inflected, whereas in singular there are zero inflexions: 0 — s/x (beau —
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beaus/beaux); 0 — x (bureau — bureaux); 0 — s (monsieur — messieurs), 0 — es
(madam — madams).

The number of inflexions in Ukrainian by far exceeds their number in Eng-
lish since every notional part of speech has a variety of endings. The latter
express number, case and gender of nominal parts of speech and tense, aspect,
person, number, voice and mood forms of verbs. For example: Ilempa, Ilem-
PO8I, oMY, 6CIMA,; YEPBOHULL — YEPBOHO20— HYEPBOHOMY — HePBOHUM, OB0E€ —
080X — 080M — 080MA,; COHHUU — COHHO20 — COHHOMY— COHHUM, MAHYIOIOYUL
— MAHYIOI0YO20 — MAHYIOIOUOMY — MAHYIOIOUUM,; 0al0 — 0A€W — 04€ — OAEMO
— daeme — daromp — 0ABAMUMEMO, YUMAE — YUMANA — YUMATU, YUMAMUMY
— yumamumew — yumamumeme, etc. Because of the difference in the structur-
al nature of the contrasted languages, their paradigms of the same notion als
naturally differ, the Ukrainian paradigms being much richer than the English
ones. However, in Old English the noun paradigm included 9 different inflex-
ional forms, the weak verbs paradigm had 10 forms, and the paradigm of
adjectives — 13 synthetic (inflected) forms. The variety of case inflexions of
Ukrainian nouns is also predetermined by the existence of four declensions,
the first and the second of which have different case and number inflexions.
This depends on the nouns belonging to the hard, palatalised or to the mixed
stem consonant type (e.g. 600a — 60o0u, yuenb — yuHi, noie — NOJs, JOUAd —
aowama, Mumia —muwero, 0oHs — 0oHero, etc.).

Some morphological relations and categories in English and Ukrainian
(though much rarer) are expressed with the help of analytical means — preposi-
tions, analytical word forms, and particles; for example: to give smth. to Peter,
not far from the river, written (painted) with (in) pencil. Analytically ex-
pressed are also the degrees of comparison of some adjectives and adverbs
(e.g., more (most) interesting/important; more (most) quickly (slowly), etc. In
Ukrainian the construction is less frequently used (e.g., oOinvw/menwu
B8ANCIUBUU, HAUOLILW/HAUMEHIU 8ANCTUBUN, OLIbUL/MEHU 8AMCIUBO, HAUOLTbL/
HAUMeHW 8aXHCIUBO, OINbU/HAUDINLI eKOHOMHA, elcC.).

The future tense in Ukrainian can also be expressed analytically though it
is closely connected with the modal meaning of certainty (e.g., 1 6ydy Ha
300pax, MU 6ydemo OOpOTHUCH).
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Only analytical in form is the expression of the passive voice in English,
whereas in Ukrainian the present passive has generally a synthetic form, like
the past and future passive which can also have a synthetic form of expression;
e.g., the plant is being built, the plant was being built, the plant will have been
built. And in Ukrainian: 3aBon 6Oydyemwcsa (Oyoyseascs), 3a600 0yOyea-
mumemucsi, 3aBOJl 6yde Oyodysamucs, 3aBOI 06y6/0yoe 30yoosanutl, though the
future form may also be 36y0yemocs (koau yeti 3a600 36y0yecmucs).

The totality of the synthetic and analytical paradigms of the notional parts
of speech in a language reflects the structural peculiarity of the language as a
whole. Hence, contrastive morphology also deals:

a) with the specific traits of morphemes in languages under contrastive re-
search;

b) with classes of paradigms (both synthetic and analytical) pertaining to a
notional part of speech and reflecting its paradigmatic variety;

¢) with the morphological categories and their manifestation in the con-
trasted languages, and d) with the parts of speech and their typological fea-
tures.

It is worth emphasising that the general implicit and dependent grammati-
cal meanings of notional parts of speech in both languages coincide which
considerably facilitates their contrastive investigation. Besides, it should be
emphasised that in the process of typological investigation only correlated
language units and phenomena can be contrasted. That means that the units or
phenomena have to be of the same status, i. e. they have to belong to a com-
mon class of units or phenomena in both the languages in question. They have
to occupy the same place in both the languages’ systems and consequently
serve as constants for typological comparison. Common/isomorphic in the
contrasted languages are also some other morphological phenomena of word-
building nature. Among these are first of all to be mentioned such phenomena
as agglutination and suppletivity.

Agglutination at the morphological level represents a mechanical adding
of one or more affixal morphemes in pre-position, post-position or in interpo-
sition to the root morpheme. Somewhat different, however, is the quantitative
representation of the parts of speech that are formed in the contrasted lan-
guages by means of preposed agglutinating morphemes. In present-day
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English, which has more zero-morphemed root words than Ukrainian, there
exists a larger number of words belonging to different parts of speech and
formed by agglutinating prefixes; for example, the verbs: adhere, assure, co-
exist, bedim; adjectives: post-war, pre-war; statives: afraid, alike, aloof;
adverbs and prepositions: be-side, inside, before, afterwards, unwell, etc.

Prepositive agglutinators apart from forming new parts of speech or creat-
ing some shades in the lexical meaning of many such words (e.g., do — undo —
overdo, lead — mislead; Ukr.: cxio — 3axio — euxio — 0oxio — npuxio, etc.) can
also perform some purely grammatical functions. Thus, they can sometimes
turn the intransitive verbs into transitive, for example: live — outlive, moan —
bemoan, weep — beweep, vote — outvote; Ukrainian: sxcumu — Ooowcumu —
npodCuUmu  — Nepedcumy, cnamu — Hnpocnamu (nepecnamu), niaKamu —
onnaxamu. In Ukrainian pre-posed affixes can change imperfective verbs into
perfective (cf. bumu — 36umu — 3abumu — Jdobumu — po3doumu; euumu —
BUBYUMU — O0GUUMU — 3A6YUMU — NePesUUNL,).

Post-positive agglutination is observed in both contrasted languages, being
in Ukrainian even more frequent than in English. All Ukrainian infinitives
without exception are formed by mechanical adding to the root the post-
positive morphemes -mu/-mo, -cs, -Kku, -oHvku, -myci/-myui (diminutive
forms), e.g: wabumu, nponumu, 3mumu, onpayO6amv, 3AUMUCS, CRAMKU,
icmku, numonvku, Kynyi, cnamyci/cnamyni, etc. In English most of the indefi-
nite form infinitives are pure root-morphemed words (e.g., come, live, love,
fly, sit, read, swim, warm). There are only some five verbal morphemes that
are agglutinated post-positively. These are -ate, -en, -esce, -ify, -ise, e.g.,
create, blacken, acquiesce, purify, civilise, etc. A notable difference in Ukrain-
ian exists, however, in the larger amount (up to four) of affixal preposed
agglutinators added to the root morpheme, e.g., 6xid, 6uxio, cxio, yxun,
Heooceim, Hed08UMOpe, 830082iC, HABKPY2, HAB3002TH, HEOONEPEPO3INOOLIUMMU.

Post-positive agglutination is often used to form nouns in both contrasted
languages as well. For example, in English: attendance, diary, freedom,
employee, hostess, boyhood, pumpkin, highness, friend-ship, attitude, politics,
mighty, etc. Similarly, in Ukrainian: 6iowsk, oyoap, eyasp, b6aecau, 6opeys,
0y0ouK, OyOHUK, Hyooma, KOJill, COHIUBICIND, XOJOO00K, SACHICMb, €tC.
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Among other parts of speech formed by means of postpositive agglutina-
tors are English relative adjectives (economic, Polish, political. etc.), adverbs
of both languages (nicely, sideways, westwards: eapno, weuoko, euuye),
Ukrainian statives (mpeba, mooicua, sicanxo, npuxpo, kpawe), numerals (fifty,
sixty, fifteen, eighteen), in Ukrainian: oounadysmo, osanaoysmo, 08a0ysams,
cimoecsam, etc. Single post-positive affixal morphemes are also agglutinated in
the contrasted languages with compound stems of verbs, nouns, adjectives,
and adverbs, as in the following words: backbiting, cockfighting, trustworthy,
grasshopper, skyscraper, etc. Similarly, in Ukrainian: napooosoneys, oonoce-
JeYyb. KOCOOKicmb, 0OHOOIUHICMb, MUMOXIOb, 3A2ANbHOBUSHAHO, MALONEPEeKOH-
J1UB0, OOHOCHOPOHHBO, etC.

Isomorphic is also the post-posed agglutination of two affixal morphemes
to a stem. The stems thus formed can be of different lexico-grammatical
nature: nouns (capableness, equalizer, responsibility); adjectives (communica-
ble, meaningful, motionless), numerals (thirteenth, twentieth); adverbs (foo-
lishly, nationally, needlessly, powerfully, down-wards, southwards).

Note. Pre-posed agglutinating affixes lose their grammatical relevance in
Ukrainian when accent is employed to identify the imperfective aspect of
verbs (e.g., 3a0uTH — 3a0MBaTH, HAOUTH — HAOWBATH, IO3UYUTH — MO3MYATH,
etc.). There are many words in Ukrainian with two post-posed affixal mor-
phemes added to the root as in the reflexive and aspect verbs (with the suffixes
3Hamucs, eimamucs, maszonymu, pyoowymu. cmyxkorymu), and also in such
nouns as 6orouicms, OyOUHOYOK, 8I0ON0GIOANbHICMS, TH00CbKicmy, 1n adverbs:
muxecemvbko,  panecenvbko, in  participles:  boprouuch,  ORUHUBUIUCD,
mpumarouucs and others.

Root morphemes in the contrasted languages can be agglutinated pre-
posed and post-posed simultaneously as in the English words disagreeable-
ness, incorruptibility, indisputableness, irresponsibility. Incommunicable-
ness, unrealistically. Or in Ukrainian: 6e3gionogioanvuicms, 3apodimuanu,
Hepeanicmu4no,  HeKOMYHIKAOenbHICMb,  Nepeinmysamucs,  3anodie-
augicme, ete.

Agglutination is also a productive means of compounding (especially in
English) where different parts of speech may be formed in this way — nouns,
verbs, adjectives, and adverbs, e.g., chimney-sweep, money-order, long-away,
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knee-deep, present-day, short-sighted, broad-minded, long-range, hi-jack, to
April-fool, goose-step, cross-examine, plate-rack, sideways, etc. Or in
Ukrainian:  6ypam-monzon, ouzenv-cenepamop, 06itika-baudapka, waga-
XONOOUNBHUK, KAXU-KAXU, MUYb-MUYb, 4082-4082, CAK-AK, XOUY-He-Xo4, etc.
Highly productive in English is also the agglutination with the help of preposi-
tions, e.g: stick-in-the-mud, commander-in-chief, matter-of-fact, up-to-date, etc.

Agglutination of predicative units is observed in both languages though
more common it is still in the English language, e.g., pick-me-up, forget-me-
not, merry-go-round, push-me-pull-me, Gradgrind, Mr. Know-All, etc.
(e.g., Ukrainian family names as Kyii6ioa, Heixcmax, Hezoeubamuvko, Henuii-
600a, lliokytimyxa, Yoéuiieosk, etc.). Only in English, however, there is ob-
served agglutination of abbreviated parts with root nouns like A4-bomb,
H-bag (handbag), Xmas, X-ray, etc.

Inflexional morphemes in the contrasted languages are also mostly agglu-
tinated to the root or to the stem like other affixal morphemes. E.g., in English
nouns: arms, armies, children; in adjectives: longer, longest; in pronouns:
hers, mine, in numerals: fifth, second, first; in verbs: does., puts, crept, work-
ing, in participles: reading, listening, known, taken. Similarly, in Ukrainian:
bpamu/kocapi Oepesa, disuama, 3eneHull (3eleHa, 3eieHe, 3ejleHi), bamvKis,
bamovrosum, n’sma (n’samui, n’sme, n’ami), n’amoeo,; eawia (sautii, sauie,
8aui), 8awl020, MAI0, MAMUMY, MAMUMEMO, WUMUL (Wuma, wume, wumi),
wumoeo. Sometimes, as has already been shown, a word may consist of a
regular chain of preposed and post-posed affixal (including inflexional) mor-
phemes (e.g., redistributions, Hed08UMONIOUYBAHHS).

Apart from outer morphemes that are agglutinated, i.e. mechanically added
to the root or stem, both languages have internal interchanges or alterations.
The latter are regular correlations which may involve, as has been shown
above, vowel alterations, e.g., bring — brought, know — knew, take— took,
shake— shook, pocmu — pic, necmu — Howly — Hic; gecmu — 8i08i8 — 800U8;
epebmu — 2pib.

Exclusively Ukrainian are the sound alterations which appear as a result of
declension. E.g., mu-mebe-mobi-moborw, eu-eac-eam-eamu, etc, Jlveie — y
JIve06i, niu-noui, piu-peui, etc.

66



LECTURE 2

Suppletivity. As a means of grammatical expression suppletivity is ob-
served in words, word-forms and morphemes of all Indo-European languages.
At the lexical level it helps to express, both in English and Ukrainian, sex
distinctions, e.g., boy — girl, bull — cow, man — woman, cock — hen,
Xaoneysb — OisuuHa, 4oa08IKk — JciHKa, nigenv — Kypka, etc. Of suppletive
nature are most of nouns forming the LSG denoting kinship. E.g., father —
mother, brother — sister, son — daughter, aunt — uncle; bamvxo — mamu,
bpam — cecmpa, cun — 00uYKd, 00bKO — MImMKd, 3amMb — HesicmKd, 0i0 —
baba, etc.

In the system of lexico-grammatical classes of words suppletivity can ex-
press in English and Ukrainian different categorial meanings of notionals at
the lexical level as in the pairs of verbs carry — bring, say — tell, take — give;
opamu — e3smu, roeumu — nimamu. Suppletive forms of a verb paradigm
can be used in English and Ukrainian to express some morphological catego-
ries. The most striking in this respect is the verb “to be” which has more forms
to express different categorial meanings in English than in Ukrainian. Thus, in
English “am, is, are — was, were” which are respectively the corresponding
forms for tense (the Present and Past Indefinite), for number (singular or
plural) and for person: am/was for the first person singular, is/was for the third
person singular and are/were for plural forms respectively.

The Ukrainian verb “Oytu” possesses only one suppletive form in present
tense — “€”, which is used for all persons in singular and plural
(e.g., 1 €, TH €, MU €, BCI €, KOXkeH €). But: £ Oys, Tu Oyna, Bu Oynere, etc.

As to the suppletive forms of other notionals, they are of form-building, i.
e. of categorial nature expressing in the contrasted languages degrees of
comparison in some qualitative adjectives and adverbs. E.g., good — better —
best, bad — worse — worst and little — less — least. In Ukrainian: dobpuii —
Kpawuil — HauKpawuil, 000puti — Ainuutl — HAURWU, no2anui — 2ipuutl —
naveipwun. In Ukrainian two more adjectives have suppletive forms in the
comparative and suppletive degrees: ecapuuii — Kpawuil — HAUKpawul,
geUKU — OinbUWUL — HAUOLIbWUL.

Common in English and Ukrainian are also almost all qualitative adverbs
with the suppletive forms in the comparative and superlative
degrees: well — better — best; badly — worse — worst; little — less — least;
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0obpe — Kpawe — HalKpauwje;, noeaHo — cipuie — Haueipwe, 3le — zipuie —
Hauzipwe,; 2apHo — Kpauje — Hatkpaue.

Suppletivity of pronouns finds its expression and realisation in English and
Ukrainian at different levels: a) at the level of the lexico-grammatical class of
words as a whole (pronouns are regular signs of signs, i. e. representation
nouns): Pete, lion, tiger-he, fox, ship-she; Oim, auc, xni6-6in, sicumms, noje-
sono, moou-eonu, b) at the level of paradigmatic word forms: I — me, he — him,
she — her, we — us, 1 — MeHe, 60HO — 1020, 8iH — 1020, MU — HAC, BOHU —
ix, etc. c) at the level of different case forms of pronouns (e.g., the objective and
possessive case forms: me, him, her, us, them, his, hers, ours, yours). These
forms are more numerous in Ukrainian where all pronouns are declinable:
s — MeHe, MeHi, MHOMN, 8iH — 1020, UOMY, HUM, HA HbOMY, 80HA — ii — Hero,
MU — HAM — HAMU, WO — 4020 — YOMY — YUM, HiWO — HI4020 — HiuuM, etc.

Some common systemic relations can be observed in the suppletive forms
of the possessive pronouns in the contrasted languages as well. In Ukrainian
the pronouns’ paradigm is much richer, since there exist separate forms to
express different numbers and genders. E.g., 5, mene, mitl, mos, moe, moi;
B80HA, Helo, il, 6OHO, U020, HUM, MU, HAW, HAWA, HAWOL, HAWIN, 60HU, IXHIl,
ixns, ixne, ixuvoeco, etc. In English, however, there exist possessive absolute
suppletive forms of pronouns, which are absolutely unknown in Ukrainian
(mine, hers, yours, ours, theirs). Ukrainian, on the other hand, has fully and
partly and suppletive forms of some interrogative and indefinite pronouns,
which are not available in English xmo — xozo, komy, xum; wo — uozo, uomy,
YuM; Xmocb — Ko2och, komycw, kumcy. They also retain their suppletive forms
in compound pronouns used in different case forms: xmo-ne6yo» — rozo-
HeOyOb, KOMY-HebYOb, KuM-HeOyOb, wo-HebyOb, 1020-HeOyOb, YOoMY-HehYOb,
yum-nebyob. Least represented at the word form/morphological level in both
languages are suppletive forms of numerals, there being only two ordinal
numerals of the kind in English (one — the first, two — the second) and only
one in Ukrainian (0oun — nepwuii), whereas all simple numerals are supple-
tive in both languages. E.g., one — two, three — four, five — six, seven — eight,
nine —ten. Similarly, in Ukrainian: odun — dea, mpu — uomupu, n’sme —
wicmo, cim — gicim, etc...
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LECTURE 3. CONTRASTIVE ANALYSIS
OF THE CATEGORIES AND TYPES
OF PRESENT-DAY ENGLISH
AND UKRAINIAN WORD-FORMATION

This lecture introduces the notion of word-formation and some funda-
mental methodological issues of cross-linguistic studies of creating new
words. Special attention is paid to derivation as the most productive type of
word-formation in English and in Ukrainian.

Definition of the field of word-formation.

Principal types of word-formation.

Word-formation rules.

Productivity of different types of word-formation.
Contrastive analysis of affixation in English and in Ukrainian.
Seminar questions.

Seminar library.

Additional resources: Part 4.

AN R D=

A person’s tongue is a twisty thing, there are plenty of words there
of every kind, and the range of words is wide and their variation.
(Homer. The Illiad, 20)

1. Definition of the field of word-formation.

Word-formation is generally defined as the branch of the science of lan-
guage which studies the patterns on which a language forms new lexical units,
i.e. words. Thus word-formation is said to treat of composites which are
analyzable both formally and semantically.

The distinction between the formation of new lexical units and inflection has
long been regarded as controversial. It is generally acknowledged now that while
inflection produces all the word-forms of that lexeme from the stem (or stems) of
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a given language, derivation results in the formation of what is traditionally
considered to be a different word.

To most common derivational process utilized throughout many languages
of the world belong affixation and prefixation, compounding, back-derivation,
clipping, blending and some others.

Great importance is attached nowadays to the study of various processes of
word-formation for the ability to make and understand new words is
admittedly as much of our linguistic competence as the ability to make and
understand new sentences.

The problems of the intersection between word-formation and syntax (syn-
tactic and lexical derivation, transposition and derivation, nominalization etc.)
which have an immediate bearing on the problem of nomination and transposi-
tion of linguistic sign in word-making, seem to be of special linguistic interest.

Studies of the processes occurring in separate words can help to describe
the word-formation system of a language in general and to determine means
and ways of forming new words.

2. Principal types of word-formation.

All types of word-formation may be studied in two respects: word-creation as
a historical process and the relation of new words to other words in the language.
As it has been emphasized earlier, contrastive lexicology is a particular linguistic
enterprise within the field of descriptive synchronic comparative linguistics
aimed at producing description of one language vocabulary from the perspective
of another at the present state of their development. Thus our chief purpose is
to analyze those types of word-formation which characterize modern English and
Ukrainian lexical systems.

There are two principles of classification of the types of word-formation:

I. Based upon the morphemic structure of the initial word or words.

Proceeding from this principle we may distinguish:

A. Derivation — the type where the word has only one semantic centre,
other morphemes being affixes, e.g. brotherhood.

B. Compounding — the type where the word has at least two semantic cen-
tres, e.g. red-hot, navy-blue, walking-stick, newspaper, to whitewash.
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II. Based on the relationship of components to the new word.
According to this principle we can single out the following types:

A. Morphological word-building — creating new words using morphemes
and changing the structure of the existing words after certain linguistic patterns.

This type of word- building comprises:

derivation — suffixation, prefixation and zero-derivation;

compounding — joining of two or more stems to form a new unit;

shortening — abbreviation or curtailing of the word;

sound-interchange- the change of a unit in a morpheme resulting in a new
lexical meaning (/ife — live);

back — formation (editor — to edit);

reduplication (to murmur)

B. Morphological-syntactic word-building — new words appear through
transference from one part of speech into another which implies both a change in
morphological and syntactic peculiarities of a word, e.g. substativation of adjec-
tives: the unemployed, the poor, monooa monous i mMoroda 3anpoutysana cocmelti
Ha secinns,; other types of conversion (to drink — a drink).

C. Lexico-syntactic word-building i.e. the formation of new units through
the process of isolation from free word-combinations, e.g. forget- me-not,
marry-go-round, stay-at-home, happy-go-lucky, kill-me-quick (a hat), for-eyes-
only (a film-star), pie-in-the-sky (promise), 0obpaniy, HicenimHuys.

Some scholars (M. Zhovtobriuh, B. Kulyk, M. Pliushch) are inclined to in-
clude into this classification lexical-semantic word-building, i.e. any change in
the meaning of a word that comes out as the result of the historical development
of the language, e.g. to run — to move and to manage; mawuna — mexanizm and
aemomobine. But if a word acquires a new meaning its just its semantic system
that is broadened. It becomes polysemantic but no new word appears. A new
word appears when the limit of semantic variation is reached and a homonym is
created. Homonyms retain no semantic connection with the initial word.

3. Word-formation rules.

A rule of word-formation usually differs from a syntactic rule in one
important respect: it is of limited productivity, in the sense that not all words
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which result from the application of the rule are acceptable. They are freely
acceptable only when they have gained an institutional currency in the lan-
guage. Thus there is a line to be drawn between “actual words” (sandstone,
unwise), and “potential words” (*/emonstone, *unexcellent) both of these
being distinct from “non-English words” like *selfishless, which, because it
shows the suffix -/ess added to an adjective and not to a noun, does not obey
the rules of word-formation.

Rules of word-formation are therefore at the intersection of the historical and
synchronic study of the language, providing a constant set of “models” from
which new words, ephemeral or permanent, are created from day to day. Yet, on
a larger scale, the rules themselves (like grammatical rules) undergo change:
affixes and compounding processes can become productive or lose their produc-
tivity; can increase or decrease their range of meaning or grammatical applicabil-
ity. We will concentrate on productive or on marginally productive rules of
word-formation, leaving aside “dead’” processes, even though they may have a
fossilized existence in a number of words in the language. For example, the Old
English suffix -4, no longer used to form new words, survives in such nouns as
warmth, length, depth, width, breadth. A corollary of this approach is that the
historical study of a word is irrelevant to its status as an illustration of present-
day rules: the fact that the word unripe has existed in the English language since
Anglo-Saxon times does not prevent us from using it as an example of a regular
process of word-formation still available in the language.

New formations, invented casually for a particular occasion (as in She
needs guidance, and the poor child is as guidanceless as she is parentless are
normally comprehensible, but are used at a certain cost to acceptibility. They
are often referred to as nonce formations and are liable to be criticized if too
many are used.

History provides quite a number of examples where a derived form has
preceded the word from which (formally speaking) it is derived. Thus editor
entered the language before edit, lazy before laze, and television before tele-
vize. The process by which the shorter word is created by the deletion of a
supposed affix is known as back-formation, since it reverses the normal trend
of word-formation, which is to add rather than to subtract constituents. Back-
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formation is a purely historical concept, however of little relevance to the
contemporary study of word-formation. To the present-day speaker of English,
the relationship between laze and /azy need be no different from that between
sleep and sleepy. Still new formations of this kind continue to be made. The
process is particularly fruitful in creating denominal verbs. It should be noted
that new formations tend to be used with some hesitation, especially in respect
of the full range of verbal inflections. We had the agential baby-sitter before
the verb baby-sit and the form “Will you baby-sit for me?” before inflected
forms “He baby-sat for them”. Other back-formations continue to display their
lack of established acceptibility: *They sight-saw, *She housekept.

4. Productivity of different types of word-formation.

Any description of word-formation should obviously be concerned with
processes that are productive at the present time. The fact that words have
resulted from the past operation of word-formation processes is in itself
irrelevant from a synchronic point of view. Thus the word gospe!/ cannot be
seen as a modern English word-formation, though formed in earlier English
from the words good and spell (in the obsolete sense “news”). Nor, as an
English word, can karate be seen as a ‘formation’, though in Japanese it is
clearly a junction of cara ‘empty’ and te ‘hand’. On the other hand, words like
ice-cream, conceptualize, psychosomatic, workaholic, motel, bionic have all
been formed within English sufficiently recently as to be representative of
currently productive processes. The native speaker operates daily in the im-
plicit knowledge that the meaning of most adjectives can be negated by prefix-
ing un- and that most adjectives will permit the formationon of abstract nouns
by suffixing -ness.

But the distinction between productive and nonproductive is by no means
straightforward. There is in word-formation no simple parallel to the use and
non-use of forms:

* fulgrace-dis (on syntagmatic grounds: -dis can only prefix);

* emptyless (on semantic and grammatical grounds: -/ess cannot be added
to adjectives);
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* thinkledge (-/edge is obsolete);

* doorleg (pragmatically excluded in present world);

* snow-cream (a possible but unused compound) etc.

Still we can speak about some types of word-formation being used more
often than the others for creation of new words. If we call such means produc-
tive, then we should admit that here belong affixation and compounding. This
statement is supported by the data provided by Merriam Webster Dictionary.
Third International Dictionary informs that about two-fifths of English new
words is nowadays formed through affixation and about three fifths by com-
pounding. Oleksandr Taranenko (see an article indicated in Additional re-
sources) who analyzed modern tendencies in Ukrainian word-formation also
attracts attention to the dominant role of derivation, in particular affixation, in
Ukrainian. In particular, he speaks about suffixal feminization as the most
productive phenomenon. He claims that processes of democratization of the
lingual activity in modern Ukraine brought to life word-formation processes of
creating nouns to denote feminine gender through derivation: 6ankipka,
bapmenxa, Oisnecmenka, niapHuys, npooicepka, pobomooasuys, OONUOBUYKA,
pekemupka,; eaxxabimka, icramicmika, waxioka and others. O.Taranenko
analyzes some others different means of affixations in modern Ukrainan which
prove the productivity of this type of word-formation.

There exists a point of view that productive means are not merely those
with the aid of which we can form new words at a given stage of the develop-
ment of the language but those that can be used for the formation of unlimited
number of new words. Therefore, we can speak of limited productivity and
absolute productivity. There are means of word-formation that are not used at
present. For example, lexicalization of grammatical forms, sound-interchange,
stress-interchange.

The lexicalization of grammatical form is a term used to denote the crea-
tion of an independent word from one of word-forms. Thus a number of
English and Ukrainian nouns in the plural form underwent lexicalization and
acquired independent forms and meaning: bead — kopanux, beads — sepseuka,
colour — xonip, colours — npanop. Synchronically -s in such words is regarded
not as a grammatical inflexion expressing plurality but as a special case of
affixation. It is not used in modern English to coin new words.
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Sound-interchange includes vowel and consonant interchange. Both are
nonproductive and offer no model to form new words after, e.g.:

food — to feed; a house — to house; gold — to gild; to speak — speech;
blood — to bleed; defense — defend; present — presence.

Stress-interchange formally served as word-formation means and pro-
duced pairs like conflict — to conflict.

5. Contrastive analysis of affixation in English and Ukrainian.

One of the most productive means of word-formation both in English and
in Ukrainian is affixation. Affixation is commonly defined as the formation of
words by adding derivational affixes to stems. Once formed derived words
become independent lexical items that receive their own entry in a speaker’s
mental dictionary.

Affixes can be classified into two different ways: according to their position
in the word and according to their function in a phrase or sentence. According to
their position in the word, affixes are classified into prefixes and suffixes.

Prefixes and suffixes differ significantly in their linguistic status. Prefixes
primarily effect a semantic modification of the stem, primary function of
suffixes being, by contrast, to change the grammatical function (for example
the word class) of the stem.

Derived words can be classified into groups in two ways:

1) according to the root-morpheme (e.g. woman, womanly, womanish,
womanized, 00bpo, dobpuii, dobpoma, dobpsza),

2) according to the affix morpheme (e.g. swimmer, speaker, drinker, nozo-
HUY, nionacuy, Kepmanuy)

The first classification would put derived words into a large number of small
groups, while the second would produce a limited number of very large
groups.lt is usual that some affixes have far more frequent productive use than
others. We should also note that there are often significant relations between
affixes: especially antonymy as with pre- and post-, -full and -less.

In order to make a comparative analysis of suffixation in English and
Ukrainian we will group affixes according to the word class that results when
they are added to a base. We therefore will speak of noun suffixes, verb suf-
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fixes etc. In addition, since particular suffixes are frequently associated with
attachment to stems of particular word classes, it is also convenient to speak of
them as denominal suffixes, de-adjectival suffixes, etc.

Suffixation can be substantialized and zero-suffixation. This word-building
type is the leading one in Indo-European languages. The characteristic feature
of suffixation is its ability to combine with other means of word-building:

prefixation, e.g. un-predict-able, no-oopooic-nux;

compounding, e.g. blue-eye-ed, scnosuo-eyw,

postfixation, e.g. eypm-yg-a-mu-cs.

Suffixation can be used to create all principal parts of speech, except pro-
nouns:

nouns: teacher, kingdom, difference, emuxau, nepeceneneys, manyropucm;
numerals: seventh, cemepo, adjectives: readable, dennuti, kanponoguti; verbs:
threaten, cmpaxamu, euxamu, adverbs: quickly, weuoko, niwku, mpuui.

Suffixes can be added to stems of all parts of speech: noun: man-1ly, ykpa-
in-eysb, xam-unx-a; adjective: black-ish, nos-un-a; numeral: mp-itix-a; pro-
noun: mu-Kka-mu, cam-eywv, verb: uuma-irvH-s1, cnig-eyv,promot-er; adverd:
suopa-wiH-ill, mym-ewn-iti; conjunction: ame-ka-TH; exclamation: ox-a-mu,
MY-Ka-mu, Hy-Ka-mu.

Suffixation is the most productive means for noun-creation. Zero-
suffixation is recognized by some linguists (Marchand, V.V. Lopatin) and
rejected by others (M. Jokymin, O.C. KyOpsikoBa). Zero-suffixation actually
means cutting off (yciuennsi) the initial form and adding a zero-suffix. Sound-
or stress-interchange can occur: 3pybamu — 3py6, pizamu — pi3s (3: 3’), 8i0cCi-
Kamu — 8iociy (k. ).

Sometimes zero-affixation is viewed as cutting — a specific form of
abbreviations: 3am, 3as, exam, lab [[opniuauy, p. 118].

Let’s try and compare English and Ukrainian suffixes by means of which
we form abstract nouns of status or activity.

ENGLISH:

Denominal nouns:

1. -age —measure of, collection of: baggage, frontage, mileage.

2. -dom — not very productive, tends to convey pejorative overtones:
officialdom (but not in stardom or kingdom).
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3. -ery, -ry — (a) the condition of behaviour drudgery, slavery.
(b) location of: nursery, refinery, bakery.
(c) non-countable concrete: aggragate machinery, rocketry, nouns rather
freely formed: gadgetry.

4. -ful — the amount contained in: spoonful, glassful (freely formed).

5. -hood — only midely productive: boyhood, brotherhood, widowhood.

6. -ing — (a) noncount concrete aggregates fairly freely formed) tubing,
panelling carpeting all with reference to the material; (b) activity con-
nected with cricketing, farming, (fairly freely made) blackberrying.

7. -ism — doctrine of, practice of: Calvinism, idealism.

8. -ocracy — government by: democracy, aristocracy.

10. -ship limitedly productive: membership, dictatorship.

UKRAINIAN:

Denominal nouns:

1. -cTB(0), HTB(0) BJIACTUBICTD, CTAH: 2€POLUCMEO, MOJIOOEYMBO, MAMEPUH-
CcMeo, OUMUHCMEBO, CKOMAPCMB0, OOICLIbHUYMBO.

2. -i3M, M3M BYCHHS, 1IOJIOTIYHI HATIPSIMH: peatizmM, HAmypaiizm.

3. -unHAa, IMHA YaCOBi BIATIHKH, ICTOPUYHI PYXU: 0VE8ANbUUHA, NAHWUHA.
. -HSIK CaJI¥ 3a MTOPOJIOI0 JIEPEB 1 KYIIIB: OYOHSK, GULUHSK.

. -B(a) TOHATTS 30ipHOCTI: Mowsa.

. -H(51) pejorative: KomauiHs.

. -op(a) dimeopa.

. -uH(a) agricultural products: cadosuna, copoouna.

ENGLISH

Deverbal nouns:

1. -age — action of, instance of: breakage, coverage.

2. -ation — the process or state of: exploration, starvation.

3. -al — the action or result of: refusal, revival dismissal.

4. -ing — results from the action: building, opening.

5. -ment — the result of: arrangement, management, amazement.

UKRAINIAN

Deverbal nouns:

1. -aHH(s1), eHH(sA), iHH(S1) MIMpPOKe Yy3araJbHEHHS TNpoOIecy Mil UYu
CTaHy: CHOJMCUBAHMHS, OA2ANHS, 3A3IXAHHS, TNEPNIHHA.

2. -k(a) onpeaMedeHa Iist, pe3yIbTaT IPOIIECY po3podKa, nepesos3Kd.
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3. -6(a), -oT(a) npotiec, craH bopomwvba, crinoma, mypooma.
4. -uH(a) MeTYIIUTHBI, Oe3NIaaHi dil bicanuna, MilanuHa.
5. -tB(a) nonproductive bumea, kiamaea, dxcepmaa.
6. -izami(s1), m3aui(s) 3axoqu Kracugikayis.
ENGLISH
De-adjectival nouns:
1. -ity freely productive elasicity, diversity, regularity.
2. -ness freely productive happiness selfishness.
UKRAINIAN
De-adjectival nouns
1. -icThb padicme, nesnicmeo.
. -01i xumpowi, 20poouyi.
3. -un(a) time, space, quality: cmaposuna, sucouuna.
4. -iHb space: 6ucouinb, e1ubOUiHb.
5. -n3H(a) feature: orcosmusna, cususna.
6. -ot(a) quality, characteristic dobpoma, menioma.
Even a superficial analysis can reveal significant differences in the number
and semantics of the analyzed affixes in languages under study.

N

6. Seminar tasks and questions.

1. How is word-formation defined?

2. What are the principles of classification of the types of word-
formation?

3. What are the principal types of word-formation?

4. Comment on the difference between morphological, morphological-
syntactic and lexical-syntactic word-building.

5.How does a rule of word-formation differ from a syntactic rule?

6. What types of word-formation are most productive in English and in
Ukrainian?

7.Specify differences in English and Ukrainian suffixes by means of
which we form abstract nouns of status or activity given in the last part of
the lecture. Try to add more suffixes to the list.
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8.Read the article from the Additional resources and ennumerate
most productive types of affixation in Ukrainian.

7. Seminar library.

1. Ieuenxo M.II. CygacHa ykpaiHChKa JiTepaTypHa MoBa. K.: BumgaBHuIT-
B0 KuiBcekoro yHiBepcurery, 1962. 591 c.

2.TI'ak B.I'. ConocTtaBuTenbHas JeKCUKonorus. M.: MexayHapoaHbIe OT-
HomreHus, 1977. 264 c.

3.I'opnunuu B.O. bynoBa cmoBa i cnoBotBip. K.: Panm. mkomna,
1977. 116 c.

4.I'opoms €.1. TeopeTnuHa i IpaKTUYHA JIEKCUKOJIOTIA Cy4acHOI aHTJIiii-
cpkoi MoBH. JIynpk: Bonus. Ham. yH-T iM. Jleci Ykpainkn, 2011. 340 c.

5. Kosanuk I. Buenns npo cnoBotsip. JIbBiB: Bun-Bo JIbBiBChKOTO YHIBEp-
cutery, 1958. 78 c.

6. Cpasnumenvnas MUNONO2Us AHTIUHACKOTO, HEMEIIKOTO, PYCCKOTO H
YKPamHCKOTO A3BIKOB: yueOHoe mocobue / Jlesuykuui A.D. u ap. K.: OcBura
VYxpaunsl, 2009. 360 c.

7. Cyuacna ykpaincoka aimepamyphna moea / 3a pen. A.Il. I'pumenka. K.:
Buma mkona, 2002. 439 c.

8. Arnold LV. The English Word. M.: “Beicmias mkona”, 1973. 303 c.

9. Potiatynyk U. All about Words: An Introduction to Modern English
Lexicology 1. JIeBiB: [TAIC, 2014. 362 c.

79

8. Additional Resources: Part. 4.

The excerpts below are selected from the article
written by Oleksandr Taranenko (born 1949) — head
of the Department of General Linguistics at
0.0. Potebnia Institute of Linguistics of The Nation-
al Academy of Sciences in Ukraine.

It was published in “Movoznavstvo”, 2015, No. 1.

Mode of access: https://movoznavstvo.org.ua/
index.php?option=com_attachments&task=down load
&id=608

0. 0. TAPAHEHKO CJIOBOTBOPEHHSI
YKPATHCBKOI MOBH B ACHEKTI ii CYUACHUX
CUCTEMHO-HOPMOTBOPUYHUX TEHJIEHIIN
(KIHEIIb XX - ITIOYATOK XXI CT.).

VY crarTi po3riAgaThCs CTPYKTYPHO-CEMaHTHYHI MOJENi CIOBOTBOPEHHS
CydJacHOI YKpaiHCHKOI JIiTepaTypHOi MOBH (mpyra moysioBuHa 80-X pokiB XX —
noyatok XXI ct.), akTyanizoBaHi BHACTIIOK 3HAYHOT aKTUBi3aLil B Liei mepion
moTped MUPOKHUX Kl CYCHITLCTBA B AANBIIOMY KOPUTYBaHHI (HOPMYBaHHI Ta
CHUCTEMAaTH3allii) pi3HUX CErMEHTIB JITepaTypHOI MOBH i, 30KpeMa, CHCTEMH
CIIOBOTBOPEHHSI.

Kniouosi cnosa: c10BOTBOPEHHS CYy4acHOI yKpaiHCbKOT MOBH, HOPMH yKpa-
{HCBKOI JliTepaTypHOi MOBH, Koau(ikamis yKpaiHCBKOI JIiTepaTypHOi MOBH,
KyJbTypa YKpaiHCbKOI MOBH.

1. Berynni 3ayBaskeHHs. [HTeHCUBHA JUHAMI3alisd YKpaiHCBKOTO CIIOBOT-
BopeHHs KiHI XX — mouaTky XXI cT., 0 BUSIBISETHCS SIK Y TBOPEHHI HOBUX,
TaKk 1 B IOLIMPEHHI Y MAacoBOMY BXHUTKY IE€BHUX YXE HasBHHUX OKPEMHUX
HalilMeHyBaHb BIATIOBIAHUX CJIOBOTBIPHUX THIIIB 1 CIIOBOTBIPHUX THIIB Yy
LJIOMY, 3yMOBJICHa aKTHBI3alli€l0 TPhOX OCHOBHHUX YHMHHHKIB, PYIIIHUX CHI
HOMIHATHBHO-CJIOBOTBOPYMX IIPOLIECIB, B OCHOBI KOXXHOI'O 3 SIKUX JIEKHTb
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JIEMOKpATH3allisl CYCHUILHOTO HUTTS 1 B TOMY YHCII MOBHOI MisUTHOCTI
CyCHUTBCTBA BIA3HAYECHOTO TEPiOTy, MO PO3IIHMPIOE MEXKi IS peamizaltii 1mux
MOBHUX TIOTped, — 1) 1e moTpeba B 3HAYHOMY OHOBIICHHI HOMIHATUBHUX
3ac00iB MOBH SIK HACHIJIOK MOSBH / aKTyai3allii 3Ha4HO OiJIbIIOro i, TOJOBHE,
IHIIIOTO, HIXK JTOCi, KOJIa MIOHATH, M0 TTIOTPEOYIOTH MOBHOTO BHpaXXeHHS, (HOKY-
CyBaHHS TPIOPUTETHOI YBarW CyCHIIbCTBAa Ha iHIIMX, HDX JOTemep, cdepax
HOTO JKUTTS 1 coUiabHUX IHHHOCTSX (Y 3B’S3Ky 3 HEpPEXOoAOM KpaiHH [0
IHIIIOTO TUIY COIIAJIbHO-€KOHOMIYHUX Ta MOJITUYHHUX BiTHOCHH i opMyBaH-
HSIM BJIACHOI JIEPKABHOCTI); 2) Lie moTpeba B JAJIBIIOMY KOPHTYBaHHI — HOP-
MyBaHHI Ta CHCTEMAaTH3allil PI3HUX CETMEHTIB CJIOBOTBIPHOI CTPYKTYpH
YKpaiHCHKOI JiTepaTypHOT MOBH BHACTIIOK IMiABUIIEHOI YBaru CyCHiJILCTBA SIK
JI0 BCTAHOBJICHHS ii SKOMOTa MUTOMIIINX, OPTaHIYHIIINX OCHOB — MOIIYKIB 1l
IIEHTHYHOCTI (Y4acTo 1€ PO3YMIIOTh K «BITHOBICHHS 1i YUCTOTH), TaK i IO il
CTPYKTYPHOT'O PO3BUTKY — Yy 3B’SI3Ky 3 NPOTOJIOHIEHHSM ii Jep»aBHOIO MOBOIO
KpaiHu Ta po3IUpeHHsM ii QyHKIIOHyBaHHS B Pi3HHX cepax CyCHIBHOTO
XKUTTS; 3) 1€ moTpeda B PO3MUPECHHI 3araIbHOCTHIICTHYHUX (HOMIHATHBHO-
CKCIPECUBHUX) 1 BJIACHE CTUJILOBUX MOKJIMBOCTEH MOBHOTO CAMOBHUPAKEHHSI
CYCIIJILCTBA, 1[0 IHTEHCHBHO Pealli3yeThCs TETep y MOBI MacOBOTO BIXKHTKY B
mporecax iHTeHcH(pikaIlii 0Kka3i0HAIBHOTO CIIOBOTBOPEHHS, Y SIBUIAX MOBHOT
rpu (e ¢daxTop, WO Ji€ 3BUYAHHO OJHOYACHO 3 peaji3auieio morped y HOMi-
HAIlil TUX Y¥ iHIIUX MOHSATH, AKi IlIe HEe MAIOTh 3araJIbHONIPUIHATOI Ha3BH, aJie
peastizyeTbes Y TBOPEHHI OAMHHULG SBHO «HEO(DIlifHOTO» i HaBiTh «HEcepio-
3HOTO» XapakTepy), y MOCHJICHHI SJIEMEHTIB KOJIOKBiai3allii i HaBiTh ®apro-
Hi3aril CIIOBOTBOPEHHS, Y TOMIUPEHHI CIOBOTBIpHUX Mojelel mpodeciiHux
cthep CIOBOBXKHUTKY (IUB., HAapuKiIam, y . 6.1.1 cepen mpuknaniB nmephexTu-
Ballii JIECIiB OAMHUII HA 3Pa30K 3ICKAHYS8AMU, 3AIHBEHMAPU3Y8amu, 8i0pek-
aamyeamu, npoOKpPeOUumyeamu, RPONIamumuy i moz.)

SIkio mepimui i TpeTiil 3 Ha3BaHWX YMHHMKIB CJIOBOTBOPEHHS XapaKTepHi
MPUOJIM3HO OJTHAKOBOIO MIpOIO III MOB HApOMIB PI3HHX CIIOB’STHCBKUX 1
MIUPIIE — ITOCTCOIIaTICTUIHNX KpaiH IIHOTO MEPiomy, TO APYTHA — HacamIle-
pex I THX MOB, SIKi B yMOBax 0€3/1ep)KaBHOCTI HapOIiB — iX HOCIiB Mau 10
nporo abo W MPOAOBXKYIOTh MAaTH SIBHO HEAOCTATHBO YMOB JUIS ITOBHOKPOB-
HOro couianbHOro (yHKIIOHYBaHHS 1 3a3HaBalM (3a3HAIOTH) MOTYXKHOTO
BIIUBY IHIINX, CYCiTHIX, CIOB’HCRKMX MOB. HalinmoBHimi mapaeni icTopu-
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KO-, COLliaJbHO- Ta BJIACHE CTPYKTYPHO-MOBHOIO IUIaHY TYT MOKHa IPOCTE-
KUTH MK YKPaiHCHKOIO 1 01710pYChKOI0 MOBaMH.

Peamizamiss CHCTEMHO-HOPMOTBOPYOTO YHHHHKAa Yy (YHKIIOHYBaHHI
YKpaiHCHKOI'O CIIOBOTBOPEHHS Ha CY4aCHOMY €Tali HOro po3BUTKY IOJSTae
B TEHICHLISX, 3 OOHOrO OOKY, IO MaKCHMAaJbHO MOXXJIMBOTO OOMEKEHHS
(ax 10 MOBHOrO YCYHEHHS) peani3amii THX CJIOBOTBOPYMX (POPMAHTIB,
CIIOBOTBIPHUX THIIIB, IO iX PO3LIHIOIOTH Yy MEBHUX (LIMPIIMX YU BY>KUHX)
KOJIaX CYCIIUIBCTBA AK OIJBIIOI0 WM MEHIIOI0 MipOI0 HE BIACTHBI CTPYKTYpi
YKpalHCBKOI MOBH, a 3 APYTrOro, — a) 10 KyJbTUBYBAHHS THX I CTPYKTYPHUX
0COOJMBOCTEH, IO CIPUHMAIOTHCS K XapaKTepHi caMe IS Hel, BUPI3HSIO-
gy il Ha TIi IHIIMX CIIOB’SHCHKUX 1 HacamIiepel, 3pO3yMisio, POCIiHCHKOI
MOBH (3 HEMHHYYHM TpU IIbOMY, 3BHYAi{HO, Cy0 €KTUBI3MOM B OL[iHIOBaHHI
MOBHHX (akTiB 3 OOKy WICHIB MOBHOTO KOJEKTUBY — B iX CIIpHMMaHHI X
(akTiB SK crmpaBai yKpaiHCBKMX 49U Hi); 0) 10 MOOYAOBH «IIPaBHIBHOI»,
peryisipHOi B CTPYKTYpPHO-CIOBOTBIpHOMY IUTaHI yKpaiHCbKOi MOBH. 3ara-
JBHUMH BiAMITHUMH OCOOJMBOCTAMH KOMIUIEKCY CYYacHHX CHCTEMHO-
KoauGiKalliiHUX TeHJIEHIIH B YKPAiHCBKOMY CJIOBOTBOPEHHI €:

a) y IJIaHi cTparerii HOpMaTHBHOTO OPi€HTYBaHHs — MOCHIICHHS MPiOpH-
TETHOCTI BJACHUX CIIOBOTBOPYHMX PECYpPCIB 1 CIOBOTBOPUYOTO MOTEHIIaTy
YKpalHChKOI MOBH 3 TIparHEHHSM /10 OOME)XEeHHSI BIUIMBIB POCIHICHKOT MOBH, B
pycii 4oro akTuBi3yBasacs, 30KpeMa, i yBara 0 3aJly4eHHs MOBHUX elleMe-
HTIB i SBWII, CTaHOM Ha KiHemb 80-x — modaTtok 90-X poKiB BiICyTHIX abo
MEHIIIe TPEJCTABICHUX Y CTPYKTYpi «o(imiifHO» NiTeparypHOi MoBU (Ha-
caMmrmepell 1O MOBHOI NpakTUKW Iepiogy ykpainizaumii 20-x — movatky
30-x pp. XX cT., 10 3aXiJHOYKpaiHCHKOI'O BapiaHTa JIiTepaTypHOI MOBH Ta
MOBH 3aX1/THO1 J[iacIiopH);

0) y mIaHi TaKTUKHU peajizamii 1iel cTpaTerii — TOCUTh MOMITHA pagrKai-
3alisl MIXOHiB /0 OHOBJICHHS CJIOBOTBOPYMX PECYpCiB YKpaiHCHKOI MOBH,
TTIOCWJICHHS POJIi OCOOMCTICHOTO Hadaja (30KpeMa, JTepaTypHUX PEIaKTOPiB
3MI, mepexnamadiB, JeKcHKorpadiB, 0COONMBO YKIaAadiB TEPMiHOIOTIIHUX
CJIOBHUKIB — HEMOBO3HABIIIB) y p030YyIO0Bi ii CTPYKTYpH OJHOYACHO 3 OCiad-
JIEHHSM aBTOPUTETHOCTI «O(IMiifHOD» MOBH, HACIIIKOM 4YOTO € TOCHIICHHS
JUHAMIYHOCTI TAKOI'0 OHOBJICHHS, 3pOCTaHHS BapIaHTHOCTI MOBHUX OJMHUIIb 1
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SBUII Ta CIIBICHYBaHHs LWX BapiaHTIB y MOBHiH mpakTuui (Hepizko 6e3
HAJIOKHOI'O CEMAaHTHYHOI0 ab0 CTHIICTUYHOIO iX PO3MEXOBYBAHHS: TaK, Y
pi3HMX HOPMATHBHHX JDKEpenax Ta PEeKOMEHMALIAX 1 HaBiTh y Pi3HUX BUAAH-
HSIX THX CAaMHX CJIOBHHKIB MOKYTb II0IaBAaTHCS Pi3HI HOPMH);

B) y IUTaHi OiBIIOI CIPUATINBOCTI Pi3HUX cdep GYyHKIIOHYBaHHS JiTepa-
TypHOT MOBHU Ta MOBHOI AisTIBHOCTI Pi3HHUX Kl 11 KOPUCTyBaiB [uIsl peanizamii
TaKuX TEHACHLIHN — Le Hacammepen, 3 OXHOro OOKy, MOBHA IIPAKTUKA Pi3HUX
cy0’exTiB Hemep)kaBHOI (hOpMHU BIACHOCTI (MPUBAaTHUX APYKOBAaHHUX Ta EJEKT-
ponHuX 3MI, KHUTOBHIABHULITB: TaK, JOCHTh 3HAYHOT'O CYCIIIBHOTO pe30Ha-
HCy HaOyya B IIbOMY IUIaHI MOBHA MpPaKTHKa iH(OPMAIIHHOI MPOrpaMu T/K
CTb «Biknay), a 3 Ipyroro, — MOBHI IPOEKTH SIK OKPEMHX €HTY31acTiB, TaK i
PI3HHX IpyH, LEHTPIB, M0 00’ €IHYIOTHCSI HABKOJIO MPOOIEeM YJOCKOHAICHHS 1
PO3BUTKY YKpaiHCHKOi HAyKOBOi TEPMIHOJIOTII Ta HOMEHKIATYPH Pi3HUX chep
BUPOOHHMYOT 1 T. iH. IMISJIBHOCTI, OCKIIBKM CaMe B MeXax IUX MiJCHCTEM
JiTepaTypHOI MOBHU HE TIJIbKU OCOOJIMBO BiT4yBAEThCS HEIOCTATHS PO3poOIIe-
HICTh (TOYHIIIE, HEAOCTATHSA OJHO3HAYHA YCTAICHICTD 1 «IPUTTACOBAHICTEY 10
peanbHUX MOTpeO MPAaKTUKH) MEBHUX CETMEHTIB CUCTEMH CIIOBOTBOPEHHS, a i
HaAHOLIBIIIO MipOI0 MOXKeE 3/1MCHIOBATHCS aKTUBHUH 1 HE MMPOCTO CBiJIOMHH, a
LTECTIPSIMOBAaHUM Ta IIAHOMIPHWH BIUTMB MOBIIB Ha MOBHI IpOIECH, 1 B
(GYyHKUIOHYBaHHI caMe X HasBHUI 3HAYHUH €NEMEHT eKCIICPUMEHTYBaHH:
(y ray3eBUX CJIOBHHMKax, OCOOJHMBO IIEPEKIaJAHUX — 3 YKPAiHCBKOIO SIK
MOBOIO, Ha SIKy 3I1HCHIOETHCS MIEPEKIal], Y HOBHUX YKPaiHCbKOMOBHUX JlepKa-
BHUX CTaHJIapTax Ha TEPMiHH 1 BU3HAUYEHHs MOHATH TOIIO). BiqHocHO mmpii
MOXKIIMBOCTI UIS peatizarlii Ha MpaKTHIN I1i TEHISHINl MiCTAalOTh Y MOBHIiH
JSITBHOCTI THX BEPCTB MOBHOTO COIliyMy, MOBHI CMaKH SKHX HEe C)OpPMyBaIH-
Csl 1I€ MPOTSIrOM IONIEPEAHBOTO Mepioay, a GOPMYIOTECS Temep, — Le Hepery-
CiM TIpeICTaBHUKH MOJIOJIIMX TOKOJIiHb, @ TAKOX 0COOM 3 0a30BOI0 POCIHChH-
KOI0O MOBOIO, SIKi BHACNIJOK PI3HHMX NMPHYMWH YaCTKOBO a00 TOBHICTIO CTaid
NEePEXOTUTH HA KOPUCTYBAHHS YKPaiHCBHKOIO JIITEPaTypHOIO0 MOBOIO (1ie Terep
IIOCUTh MacoBe sBumie). HacmimkoM mii BiA3HAYEHHWX MPOIECIB MPOTITOM
omucyBaHOTO Tepiogy € OesnepeuHuid (akT AaibIIOr0 YHOPMYBaHHSA Ta
Ypi3HOMaHITHEHHS Pi3HUX CETMEHTIB YKPaiHCHKOTO CIIOBOTBOPEHHS, TTOMITHO-
rO OYMIICHHS X BiJ HEOPTaHIYHWX JJIS YKpaiHCHKOI MOBH pHUC (1€ HEBAXKO
MOMITHTH, 30KpEMA, MIOPIBHIOIOYHU CJIOBA YKPAiHCHKOI YACTHHH B IEPEKIaIHUX
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CIIOBHUKAX, OCOOJIMBO POCIHCHKO-yKpaiHCHKUX, IPUYOMY HE TUIBKH B THX 13
HUX, IO OyAyIOTbCS Ha «PaJAUKAIbHUX» IUIaTGOpMax, a i y JOCTaTHBO «IIO-
MIPKOBAaHHX»), aje BOJHOYAC i 30UIbIIEHHS HOMIHATHBHO ¥ KOMYHIKaTHBHO
HEIOUIIbHOI BapiaHTHOCTI MOBHMX OJIUHHMIIb, @ B TIEBHUX BHUIAAKaX — i MOPO-
JDKEHHS MOBHUX HEJJOPEYHOCTEH.

[HTEeHCHBHICTD Mepediry AepuBaLlifHUX MPOLECIB 31 MIBUIKAM MHOKEHHIM
BapiaHTHOCTI Ha3B MOXXHA INPOJCMOHCTPYBATH Ha NPHUKIAAX SIK LIJIKOM
YMOTHBOBAHOTO MiAIIYKYBaHHS Kpalloi Ha3BH 3aMICTh TI€l, 110, HA AYMKY
BIJIOBIIHUX KiJl MOBI[IB, HE BIJIOBIa€ KPUTEPIisIM HOPMATHUBHOCTI (HANpu-
KJIaJ, HOpsII 3 AOHENABHA €IUHUM COKOGUNCUMATNKA, TIOP. POC. COKOBLIICUMA-
JIKa, YKUBAIOTHCS COKOOABKA, COKOOABUKA, COKOOABUTbHUYS, COKOBUMUCKAY,
COKOpoOKa), TaK 1 MEHII 3pO3YMIJHX i3 CYTO MPAKTHYHOTO TOTJISITY CIIOBOT-
BOPYHX TOMIYKiB (3p03yMiJIO JIHIIE, 110, OYCBUIHO, CAME TaK, Ha IEPECKOHAHHS
IHII[IaTOPIB BiJNOBIIHUX AaKTIB CJIOBOTBOPCHHS, Ma€ OyTH CHpaBIi «IIO-
yKpaiHcbkoMYy»). Tak, micis pi3koi akTuBi3alii y BXUTKY B MOBHIH MPaKTHUIL
3MI imeHHUKA wnumans (y KOHKYPEHIIIi 3 20cnimaniv) Biipasy CTald BUHUKA-
TH i liecToBa Ha 3aMiHy cochnimanizyeamu: Haitdacrinie (HaBiTh y JepKaBHUX
3MI) ue wnumanizyeamu (3 IMEHHUKOM wnumanizayis), ane Takox (ocodim-
Bo Ha T/Kk CTB) wnumanrosamu (HemokK. i I0K.; 3 IMCHHUKOM WUAUMATIOBAHHSL)
1 ywnumanumu (OOK.; 3 IMEHHUKOM yuwmumanentus) / ywnumaniogamu (He-
nok.): «Ilerpa Cumonenka mmwuraiizoBaso... Jlinepa KITY ymmurantoBammy...»
(CTBb, «Biknay, 8.05.2003). IcToTHOTO OHOBICHHS 3a3HAJIO KiJTbKa CHHOHIMI-
YHUX PSIIIB 13 3araJIbHUM 3HAUYEHHAM «KEPIBHHUK, JIiAep»:

a) «KepiBHUK, HAYAIBHUK»: HanpuKiHIl 90-X pokiB y 3MI B KOHKypeHIIii 3
KepieHUuK CTajo BXKUBATUCS winbHuK (TIOP. YinbHULL), IKE HEBIOB31 caMe movaio
TICHUTHCS HACTyITHMM BapiaHTOM oyinbHux (TOP. WilbHUK 1 ouomosamu, 3
IMCHHUKOM OYiIbHUYMBO «KEPIBHUIITBO»: «IMiJl OYLILHANTBOM M. Il-kay):
uinonux / ouinonux micma, obracmi, miniyii, MBC, CBY, ypady, depacasu
(kiH. yinbHuys, ouinbnuys); «llkoxa, MO MPOBIMHI yinbHUKYU HAIIOL AEpKABH
1 CIIOBOM HE OOMOBIIINCS PO IBKYBaHHS IMmarpiotra Yipaiam» («JlitepaTypHa
VYxpaina», 24.06 1999, c. 7); «Ouinvhuxa OJIA 3BHHYBa4YyIOTh y MPOBEACHHI
HeTpo30poi MomTHKNY («YKpaiHa Mojomay, 7.06.2012, c. 3);

0) «ciry:x060Ba 0ocoba; YNHOBHUK»: nocadoseys — Bif nocada (XiH. nocado-
8UYsl), BUCOKONOCAOOBeYb, A TAKOX TOBEPHEHI J0 BXKUTKY BXKE 3acTapimi
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Ypsidoseys 1 pijilie BKUBAHE YPsoHuK (KiH. ypsaooeuys, ypaoHuys), siki QyHk-
IMIOHYIOTh TENep SK Y BINHOBICHOMY 3HAa4YeHHI «YWHOBHUK; CITy>KOOBEITh
OpraiB JIep>KaBHOI BJIaJIX Ta YIPaBIiHH (BiJ CTaporo ypsAd), Tak i B HOBOMY
3HAYCHHI «4IIEH YpALy» — Bill ypao: micyesi ypaooeyi; «HuHI ypsaodosyi i
(hiHAHCHUCTH TIMYKAOTh JOJATKOBUX IIISXIB TIOIMOBHEHHS OIOKETIB Pi3HUX
piBHIB» («YpsmoBuit Kyp’ep», 23.01.2001); «¥psoosyi npo cebe monmdamm.
KepiBHUIITBO ypsioy 3HOBY TMiAHECIO MPHEMHUI TOJapyHOK co0i 1 CBOIM
miprernum...» (Y. Cypmait. — «Excrapecy», 10.06.2003); cmonuuni ypsaonuxu,
VKDAIHCOKE YPAOHUKU;,

B) «CHJIBHI CBITY IIBOTO» — SIK HAWBHII TOCAIOBI 0coOM (meprkaBH, perio-
Hy, MicTa), TaK 1 mupme — 6arari 1 BIUINBOBI JroAn. Tak, micis akTyanizamii B
MoBi 3MI (mepeBaxkHO y MH., IPUYOMY BXKe TPAKTUYHO O€3 CTHITICTUYHHUX
KOHOTAIIiH, IIJIKOM «OyIeHHO» 1 3 IIHPOKOI0 MOKIMBICTIO 3aCTOCYBaHHS
IIOJI0 I[JIKOM KOHKPETHHX OKPEMHX OCi0) IMEHHUKA MOJiCHOGIa0eyb (PiIKO
KIH. MOIHCHOGIAOHUYs) BiApa3y X Ha WOTO OCHOBI BHHHKIIM HEPETYJSAPHI 3i
CJIOBOTBIPHOTO TOTIISIAY G1a00MOdceyb 1 HABITh 3AMOJICHOGIA0EYD: «...BCAKA
CHiJIKa 3 KOMIIAPTIHHUME 61a00MONCYsIMY TITBKH CKOMIIPOMETY€E HalliOHAb-
HO opieHTOBaHi cwnn» («Beuipniii KuiB», 14.09.1994), «Konu no xabinery
YUHOBHHKA TIPUHAIIIOB TIOCHIBLHUHN BiJl HMIAMPUEMILI 3 JBOMA COTHSAMHU JOJapiB
(3a Taky cyMy 61adomodiceyb TIOTOAUBCS JONOMOITH Oi3HECMEHOBI), y mpa-
LiBHMKa Mepii pantoM mpokuHymucs: pemtku cymiminHs» (b. CkaBpon. —
«Ekcmpecy, 17.06.2003, c. 6), «Moga Ha “bentni”, abo XT0 3 yKpaiHCBKHX
“3amooicnosnaoyig” “ocignas” 15 ckanguHaBchkux kopi?» (1. IlykiB-FOHKoO.
— «Bucoxkuii 3amok», 30.07.2009). Tak camo HIOM HEWTpPaIBHO W IIJTKOM
«mmo0yToBo-Tipr3emiieHo» y 3MI (a 3 opieHTyBaHHSM Ha HUX — 1 B MOBIi 0cCi0,
SK1 IParHyTh CHUIKYBaTHUCS «IIPaBUIbHOIO» a00 HaBiTh «BHIIYKaHOIO» yKpai-
HCHKOIO MOBOIO) CTaJIM BXXKHBATHCS 671adeyb: YKpaincoki enaoyi («Kpurukay,
2001, 4. 5, c. 6), «A sAKIIO HOBI 61a0yi HE TOYYIOTH BUMOT, iM OOIIIIOTH
HactynmHui ‘“Mabigan™» (B. Hymap — «Ekcmpec», 5.06.2014, c. 10),
mop. 1. wladca «Bnamap, Bonogap» (CTHIICTHYHO MiTHECEHO), HOBOAKTYalli30-
BaHE Oepoicaseyb «IPEICTaBHUK HAWBHINOI JAEPKABHOI BIaIu»: «...HIXTO 3
00Ky Oepoicasyie 0coOOIHMBO ¥ He 3Mymrye no Hel (mepxkaBHoi MoBH. — O. T.)
3gepratucs» (FOpii ArgpyxoBud. — Ypok ykpaincekoi, 2001, Ne 7, c. 2),
cyuacHi Oeporcasyi (Bacunp 3axapueHko. — Ypok ykpaincekoi, 2003, Ne 1)
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(y mmaHi cBO€i MOTHBALIi OCTaHHE MOXKE OYTH MPOJOBKEHHSAM CEMaHTHYHOTO
PO3BHTKY 3aCTapiioro depoicaseyb, a MOKE — i HOBUM CIIOBOM BiJl Oepoicasa).
JlemokpaTu3ariiss MOBHOI TIPAaKTUKA 3 OCIIA0JICHHSM 1i TOHEJaBHA TICHOI 3a-
JISKHOCTI BiJ] HASIBHOTO CTaHy ¥ peKOMeHIaIii «oQimiiHOD) JTiTepaTypHOi MOBU
TIOJIETTITYE HE TUTLKA BUHWUKHEHHS BCE HOBHX 1 HOBUX (DaKTiB KOHKYPEHIIl
nyOJIeTHUX HallMEeHyBaHb, a W MOLIYKH JUIS 3alIOBHCHHS HOMIHATUBHHUX JIaKyH
(Y Mexax KHWKHUX CTHIIIB JIITEpaTypHOI MOBH BifICyTHICTb OJJHOCIIIBHOI Ha3BU
JUISL TOTO YM TOTO TMOHATTS MOTJia OyTH 3yMOBJEHA il BiICYTHICTIO Takoro Ha-
HMeHyBaHHS B apCeHaJli pOCIHCHKOI MOBH), HaNpUKIA: 6)p)yis «BEJIHKa Oypy-
JIbKa» (KT 3BOPOTHOI JCpHUBAIlii; CIOBO BXKHBAETLCS B JICKCHKOHI TPAIliBHUKIB
KOMYHaJIbHOTO TrocmoaapcTBa Ta y 3MI mpoTarom KuUTBKOX OCTaHHIX POKIB Y
rpyaHi — Oepes3Hi, Konu € HeOe3rneka MaaiHHS OypyJbOK 3 JaXiB); OOWKILIA
3aMiCTh <«JIOIIKITbHE BUXOBAHHS» (HANPHKIIAA, V HA3Bi KHIKKH: YKpaiHCHKE
Oowinas : IlicHi, irpu, Bipmii # 3aragku. K., 1992); nomnoBHEHHSs CIIOBOTBIPHOTO
THUITy IMEHHHKIB — Ha3B 0COOM Ha -a4: Haoaeay (NMOCIyT, iHpopMallii), cnputivay
(imdopmartii, MoBa-cIipuiiMaY), cHpusy «TOH, XTO CIPHUSIE YOMY-HEOYIb»
(«sxyto ocobam Ta opraHizamisaMm — cnpusuam BUIAHHS IBOTO CJIOBHUKA!»).
Jlianma3oH OXOIUIEHHS MOBHOTO MaTepialy HOBUMH / BiJHOBJICHHMH HOP-
MOTBOPYHMH TIPOIO3HIISIMU i CAMUMH TEHIICHIISIMU — 3 TParHeHHSM SIK 110
O0OMEKEeHHS, TaK 1, HaBMaKH, 10 PO3IIMUPEHHS il THX UM 1HIIMX CIIOBOTBIPHHUX
TUMIIB — JOCTaTHBO pi3HOMaHITHHNA OChb, 3 OJHOrO OOKYy, BHUIAJKH JOCHUTh
HETIOCITITOBHO TPENCTABICHOI B CYYacHI MOBHIH MpakKTUINl TEHIEHINT IO
YCYHEHHS JEsIKHX 3pa3KiB HEMpOAYyKTHBHOTO THITy IMEHHHUKIB Ha -MII (SIK
OYCBHIIHUX POCISHI3MIB): 3aMIiCTh 6kiaduut — 1) (Te, MO0 BKJIAAETHCSA B IIMO-
HeOynb) exnaoka (BymHI BKIamkw); 2) (BKIaAHA IETallb) GKIA0eHb; POC.
88epmuL — yKp. 6KpYMeHb; 3aMICTb OKamuul — KOMyH, Xo4a i y BUpOOHUYIH, i
B o(imiiHIiA MOBI IIe JUIIAIOTLCS 1 6KkIaduw, 1 okamuwi-, TIOSBa BapiaHTIB i3
cypikcamn -HH(K)-a B KOHKYpeHLIi 3 yX€ HasBHUMH (opMaMH Ha -K-a:
saxnaounka (y KHAXKI), TIOP. 3aK1a0Ka, Kiimuna (epyoHa, cxo0osea, HampH-
KJIa: «3ropH, 31 cXx00080i KiimuHu, ... CTPYMYBaJIO XUMEPHE CBITJIO CKIISTHOTO
mixtapss Hag gaxom». — Hmutpo ManakoB. OTi aBa poku... Y Kuesi mpu
miMsx. K., 2002, c. 24), op. kzimka, cepeln MPUKMETHUKIB — KOHKYPEHITiS
MDK JaBHIIMINUMHU MUCTUMENbHUL, NOHAMIUHUY 1 HOBIIMIUMUA MUCAEHHESU,
noHammesuil, sika BiIOyBaeThCS IBHO Ha KOPUCTh OCTaHHIX (IIOp., HAIPHUKIIAJ,
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oymms — 6ymmeeuil, arcumms — dcummesuti). 3 iHIIOro OOKy, OCb, HaNpu-
KJIaJ], TIPOTIO3MIIiSI TIOBHICTIO YCYHYTH i3 CHCTEMH CIOBOTBOPYOTO apceHATy
YKpaTHChKOI MOBH OJIMH 3 IMOKH IO Jy)X€ MPOJAYKTUBHUX PI3HOBHUJIIB TaKOI'O
croco0y CIIOBOTBOPEHHS, K abpeBiallis: abouniama, neoxonexmus, «Kuiemi-
CcobKOYO», « Ykpmenexkomy i TIOA. — SIK «PaITHCHKHID y CBOill ocHOBI. HeBaxkko
MPOCTEKUTH JOCUTH BUPa3Hi mapajieii — i B CTpaTerii, i B TaKTHILI, i B cCaMOMy
KOMIUIEKCI aKTyalli30BaHMX MOBHHUX SIBUI (CYKYITHOCTI SIK THX CJIIOBOTBIPHHUX
THITiB, IO MOBWHHI OyTH 3aMiHEHi, TaK i THX, 32 IOMIOMOTOI0 SKUX II€ Ma€
OyTH 3p00JIEHO) — MIXK Cy4aCHHM €TarioM PO3BHUTKY YKPaiHCBKOI JiiTepaTypHOl
MOBH #, 30KpeMa, CUCTEMH ii CIIOBOTBOPEHHS 1 TepiofoM yKpaiHizarii 20-x —
mouatky 30-x pp. XX cr. Ane Ttemep, mo-Tepiie, 3HAYHO MEHI TTOMITHO
BUSIBIISIETHCS BILTUB BiJTIOBITHUX AEPKaBHUX 1HCTUTYIIN HA MPOIECH KOIUpi-
Kamii yKpaiHChKOI JiTepaTypHOI MOBH, SKHU iCHYBaB y 3araJlbHUX YMOBax
TOIIIIHBOI TOTAJITApHOI AepKaBH, TEMEp CIOCTEPIraeThesi OinblIa PO3MOpPO-
IICHICTh JISUTbHOCTI TEOPETHKIB 1 MPAKTUKIB MOBHOI KO (iKaIlii, HeToCTaTHI
Y3TOKEHICTh TXHIX 3YCHJIb Ta MPOTIO3MINIH 1, IK HACTIAOK, OUTBIIIA HEBITOPSI-
KOBaHiCTh MOBHOI mpakTuku. [lo-mpyre, Temep BiZOYBaeTbCsi B OCHOBHOMY
3aMiHa TUX YU THX JIAHOK CHCTEMH YKPAiHCHKOTO CJIOBOTBOPEHHS, a HE iX
nepBUHHA Koau(ikamig B JIOHI JIiTepaTypHOi MOBH, IO, 3BUYAHO, MOTpedye
HE TPOCTO TEperisay, a HaBiTh JIAaMaHHS BXKE JOCTATHbO YCTAJICHUX JUIsI
MepeBa)KHOI YaCTUHU MOBHOTO KOJEKTHBY cTepeoTumniB. [lo-Tpete, y MOBHHX
HAaCTaHOBaX TEMEep 3arajoM CIIOCTEPIraeTbcsa OiNbIa KaTerOpUYHICTH MOPIB-
HSHO 3 PEKOMEHJALiSIMH MOBO3HABIIB, JIEKCHKOrpadiB, TEepMiHOJIOTIB
20-X poKiB, OCKUIBKH TIOKOJIIHHS TOTO TIEPiOy IIe, OYEBHUIHO, HE MAJIO JOCTa-
THBO1 BIICBHEHOCTI B CBOIX MO3HUIIIAX K €MHO MPABHWIBHUX, TOJI SIK HOpMalli-
3aTOpW HOBOI J0OM BXKE BiJUyBarOTh 32 COOOK0 aBTOPUTET CBOIX IOTEPEIHU-
KiB, TUM OiJIbIIIE aBTOPHUTET, OCBSIUCHUH TXHBOIO CTPATHHUIIPKOIO JOJICI0 (i
9ac CTAIIHCHKHUX PETIPECiii).

2. ImeHHUKH.

A. Cdepa nozHaueHHs ocib.

2.1. Cydikcaanna deminizamisi (Momiss) — sSBUINE, aKTHBI3allis SKOTO,
Oe3mepedHo, HaWIepiie MpHUBEpPTaE N0 cebe yBary cepel CIOBOTBOPUYMX
MPOIIECiB YKPaTHChKOI MOBU Ha Cy4acHOMY eTami ii pO3BUTKY — B IMEHHHKAaxX
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XIH. p., MOXIIHUX BiJ IMCHHHUKIB YOJ. p., HA MO3HAYEHHS OCI0 XKIHOUYOI cTaTi
MIePEBaXHO 32 POJOM 3aHATH (MpodeciiiHol0 W CYyCHiIBHOI MisITHHICTIO) Ta
COLIIaTbHAM CTaHOBHINEM (TI0CaI0I0, 3BaHHSIM TOIIO), piAme — 3a MicIeM
MIPO’KMBAHHS, €THIYHOIO HAIEKHICTIO Ta JCIKUMH 1HIIMMHU 03HaKaMHu. OCKib-
KM ISl TeMaThdHa cdepa CIOBOTBOPCHHS € ONHIEI0 3 HAMAKTYaTBHIMINX Yy
MOBHOMY JKHTTI CYy4YacCHOTO CYCIHiJIbCTBA, IO TEMEPilIHBOI aKTUBi3amii ii
PO3BUTKY Oe3MOocepeIHhO MPUYETHI BCi TPH BH3HAYAIBHI ()aKTOPU CIIOBOTBO-
peHHsI, Bin3HadeHi Bumie (auB. 1. 1), Ha 3aranpHOMY (DOHI IEMOKpaTH3aril
BCi€l MOBHOI JisUTFHOCTI B ONWCYBaHHW MEpiof, — 3araJlbHOCOLIANbHUM,
CHUCTEMHOHOPMOTBOPYNH i HOMIHATHBHO-EKCIIPECUBHUH (1100 Jii OCTaHHBO-
ro Top., HANpHUKJIAA, BIIOMI Ie 3 PaASHCBKOTO 4acy aodeoxameca, 2ideca,
dexaHneca, dokmopeca, pedakmpuca, weduns, ¢gironocuns i nox.). Corianb-
HUAW YUHHUK JJIS aHATi30BaHOi cepr CIOBOTBOPEHHS — II€ HE TUTLKH IOSIBa
HOBHX a0o0 aKTyami3alis B)Ke HasBHHUX IOHATH, L0 MOTPEOYIOTH MOBHOIO
BHPa)XEHHS, — K HACTIJIOK IIUPIIOrO 3aITy4YeHHS JKIHOK 0 Ceph «UO0JIOBi-
9UX» POMIB MisUTGHOCTI, a BXKe H, Oe3lepedHo, akTUBI3aIis B YKPaiHCEKOMY
CYCHINBCTBI iell pemiHi3My, CIpSMOBaHHX, 30KpeMa, 1 Ha MMOJOJaHHS «MOB-
HOI MUCKpHUMIHALIDY JKIHKW, HAPUKIAI: OaHKIpKA, OapmeHKka, OizHecMeHKA,
niapuuys, npoorcepka, pobomooasuysi; OOU0BUYKA, peKemupKa, eaxxabimka,
icna- micmka, waxioxa ta 6arato iHmUX. O0’€KTOM K€ IMPOMOHOBAHOTO B IIii
CTaTTi PO3IVISAY MalOTh OyTH, 3BHYAHO, Ti SBUIIA MOLIMHOTO CIOBOTBOPEH-
Hf, SIKi 3yMOBIIOIOThCA HacaMIlepe] aKTyali3ali€io APYroro 3 IUX YHHHHKIB,
X04Ya BiJOKPEMUTH HOTo Aif0 BiJ HACHIJKIB BIUIMBY MepIIoro (pakropa MoxKHa
JaJIeKO HE 3aBXK/IU.

V 3aranpHUX MEXaxX aKTHBi3aIii I[HOTO SBUIA B OJHUX BUMAAKAX BiIOy-
Ba€ThCs CTHIIICTUYHA HeWTpasizalis (moBHa abo yacTkoBa) (heMiHATHBIB, yiKe
HasBHUX V JiTepaTypHiif MOBI (30kpema, B 20-i1 — Ha moyaTtky 30-x pp. XX cT.,
y 3axiIHOYKpaiHCBKOMY BapiaHTi JiTepaTypHOI MOBH), ajie Mi3Hile
(mo 90-x pp.) pikcoBaHUX Yy CIOBHUKAX 3 OOMEKYBAILHUMH IMO3HAYKAMH (TaK,
oupexmopxka, minviionepka, mitvapoepka B CYM-11 mMapkoBaHi K pO3MOBHI,
a B CYM-20, CYM-12 — yxe HeWTpaJbHO; 6uxiadauka — K pPO3MOBHE B
CYM-11 ta CYM-12 i sx meiirpansae B CYM-20; noemka — K 3actapine
B CYM-11 i neitrpansue B CYM-12; opeanizamopka — 3 TIO3HAUKOIO «PiAKO»
B CYM-11, 3 mno3naukor «po3m.» y CYM-12 i neiirpansHo B YPPYC),

88



LECTURE 3

LECTURE 3

B IHIIUX — TBOPCHHSI HOBHMX OJMHHUIL 200 3aCBOEHHS iX 3 MOBHOI MPaKTHKH
3axigHOI YKpaiHCHKOI AiacTIOpH.

VY CTpyKTypHOMY IUIaHi 1€ KiJTbKa CJIOBOTBIPHUX THIIIB:

1) nepuBatH i3 cydikcoMm -k-a, HAIPUKIAL: 600iliKd, Hpec-ceKpemapka,
peodicu- cepka Ta 1H., HaBITh NiIOMKA: «TePOTYHA YKpaiHChKa niiomKa» — Tpo
Haniro CaBuenko («Excmopec», 14.08.2014, c. 10); BimHOBIIIOBaHE, ajie Tak
3aralioM i He CIPUIHATE MOBHOIO MPAKTHKOK uieHka («Onbra 3 JIeBUIIBKUX —
yrenka YBO»: «Ykpainceke cioBoy, 4.02.1999); akTUBHO MOIIMPIOBaHI B
JPYKOBaHUX Ta eneKTpoHHUX 3MI, 30kpema B iHpOpMaIiifHUX Mporpamax
Tene- 1 pajaioKaHaliB, K HEHTpaNbHI Ha3BH, aje JUI MIUPOKUX BEPCTB Hace-
JIEHHS BC€ 1€, OYEBHIHO, 3 KOHOTAIIIMH PO3MOBHOCTI: OUNIOMAMKA
(«romoBHa OJunaomamxa CUIA»: 1/x ICTV, «®aktm», 19.09.2008), xanou-
damka («Kurtaii roTyBaTHMe >KIHOK-KOCMOHABTIB. KanOoudamkxamu OYyAyThb
BHITYCKHHII cepenHix mkimy: «[loctymy», 29.07.2004; «kanouoamka B TIpe3n-
neHtn»: 1/k «Howuity, «Pemoptepy», 15.03.2004; 1/x K-l, «Onun neHby,
4.05.2007), kepmanuuka: (Kkepmanuuka asmiexu, Kepmaunuuka ypsaoy, Himeu-
yyny, Jlumeu), minicmepka (npayi, coyianbHOl NOXIMUKU, HOCMUYIL);
HeodiIliliHI BapiaHTH MESKUX BICHKOBUX 3BaHb (HE TUTHKH B PO3MOBHIl MOBI,
a Bxke i y nmeskux 3MI): ceporcanmra («momonma ceporcanmka»: 1/k CTh,
«Bikna», 8.03.2005), aeiimenanmka; npesudenmka («npesudenmka JlaTBiiy;
«NN, npesudenmxa lucturyty ocBitTm»: 13 cydacHux 3MI); «NN, doxkmopka
CeKOHOMIYHHX HayK» 1 MOJ.; IIOAO0 peaiil 3apyOiKHOTO XKHUTTS: «deparccekpe-
mapxa CHIA Kowmomiza Paitz», xaunynepxa (Hacammepen MO0 KaHIUIEpa
Himeuuunu Aurenu Mepkenb), cenamopka, cnikepka. OcoONUBO X aKTUBHU-
MH Cepell HUX BUABHWIHCSA Ha MmodaTtky XXI cr. ¢e- MiHAaTUBH npem epka,
piame npem ep-minicmepka, a Takox J1idepka (y 3aCTOCYBaHHI MEPEBAXKHO JI0
IOmnii TuMomIeHKo): «TIOpMa, Je CHIiIa YHHHA npem ‘cpra» («YKpaiHa MOJo-
na», 17.07.2008), «I3 oceHi npem ’'epra 30upaeThcs MOKBAPTAILHO MiAHIMATH
Ha 20 BimcoTkiB 1iHy Ha ra3» («[azera mo-ykpaincekm», 31.07.2009),
«lIpem’epra immna nopsn 3 eemepanxoio» (1/k CTh, «Biknay, 23.02.2005),
«tOmnis TumomieHko, npem ep-minicmepka YKpaiHm» — MAMHAC i 300pakeH-
HaM (1T/k «HoBuit», «Pemoprep», 18.03.2009), «ridepka BYOT IOmis Tumo-
mrenko» (YP-1, PankoBa indopmaniitna nporpama, 17.02.2006). Po3moBHicTE
0aratroX MOMiIOHNX (heMiHATUBIB — ITIJIKOM OYEBHIHA JUIs 6araTh0X OIWMHUII,
SK BIIOMHX M€ 3 PAAJIHCHKUX 4YaciB (TaKWX, HANpUKIAN, SK HOAIMUYKA,
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wegpxa), Tak 1 HOBO3ANPOBAKYBAaHUX Ha 3pa3oK Hapdenka — Bl Haplen,
T00TO Hapomuui nenyTtat («Hapdenxa Oepe Wail 1 JaBUTH JIOKKOIO JIIMOH:
«lazera mo-ykpaincekm», 31.07.2009), komicapxa (SK Ha3Ba IOCAIH:
«Komicapka 3 TIMTaHb 30BHIITHBOI MOiTHKU paau €sponu». — CTh, «BikHay,
3.03.2006), na BxuBanHA iX y 3MI, oueBHIHO, MaJIO BILTUBAE.

AKTUBI3YETBCSI KOHKYPEHIIisl MiXK MOIIIHHUMH JePUBaTaMH 3 UM CY(hiKCOM 1
JieprBaTaMH HE TUTBKHM 3 1HIIOMOBHHMHU Cy(iKcaMu -ec-, -He-: aKMOopKd, OUpex-
mopka {oupexmopka 3a800y, apxigy, npospamu), noemka («yKpaiHCbKa noemxa
Hapis Puxtrieka i3 CHIA»: «Beuipniit Kuiby», 7.03.1997; «...noemox CsiTianu
Mosenko i Tannn UyGau»: «JliteparypHa Ykpaina», 26.02.1998), namponka
(«...cBsiToi Maptu, namponxu modpux rocnoauab»: «[loctym», 29.07.2004),
TIOp. BIATIOBIMHO axmpuca, oupexmpuca (pO3M.), noemeca, nampoueca, a i 3
MUTOMHUMU: KepisHUuKa {3axiady, napmii, epynu) — 3aMiCTb KepiHUYs: TaK
(HameBHe, BXKE IIUIKOM MEXaHIYHO) OINpPAIlbOBYIOTH TEKCTH iH(opMaiiHuX
mporpaM Ha Tene- i pamiokananax gitpegakropu (CYM-11, sk BumaeTses,
LIJIKOM aJeKBaTHO KBATi(iKyBaB Kepigruys sIK HEUTpallbHe, & KepiGHUUKA — 5K
PO3MOBHE CJIOBO);

2) mepuBaTH 13 cyikcom -(H)MU-s: (8UCOK0)nocadoseyb — (8ucoxo(noca-
008UYst, ypsA008eYsb — YPs008UYsl, KOMN TOMePHUYS, 0OHOCENUYS, OePHCABHUYS,
docmotinuys Ta iH., y TOMY YHCHI | Taki, o mepe0yBaroTh Ha MEXi 3 0Ka3io-
HamizMamu: «Dotorpadis IS TUCEMEHHUIT, XYI0KHULIL, MUCHEYMBO3IHABUYT
Ta mososnasuyi Jinii Montyxochkoi-Ckopomuc...» («BHCOKHIT 3aMOK»,
29.07.2006); 30kpema, B MoBHi# npaktuili T/k CTb: 6isnecosuys, 0obposo-
JUYS, HAYKOBUYS, MOBAPO3HABUY 1 TIO.;

3) mepuBatu i3 cydikcoM -(K)UH-f1 — THII, IO J0Ci (QYHKI[IOHYBaB SIK He-
MIPOyKTUBHUN: aKTyalli30BaHi Mucmxuns — Big mucmeys (octanae CYM-11
MoJaBaB 3 IO3HAYKOIO «3aCT.»): «yKpaiHcbka mucmxuna i3 CIIA» (J1Y,
28.01.1999, c. 1), mopiuna xymoxus BuctaBka (y 90-i poku) «Bupmathi
YKPATHCBKI MUCIKUHIY, «MUCMKUHS BECCTIKOBUX 0apBy» («YKpalHChKE CIIOBOY,
15.05.2003), mop. n. mistrz — mistrzyni «MauCTPUHS, YIeHKUH — BIJl 4leH
(sx0i-HeOYy AL opramizaiii): «uzenxunss BceykpaiHCBKOTO J>KIHOYOTO TOBa-
puctBa im. O. Tenmirm» («Yxpainceke cinoBoy, 11.04.2002, c. 14), «unenkums
Henrpansaoro Komitery KIIY» (Yac, 1997, Ne 13), mop. n. czlonek —
czlonkyni; HOBe, ajle 3a OCTaHHI POKH BXE JIOCHUTH 3aKpIIUICHE Y BKHUTKY
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npooaguuns — Bil npooaseyv (y KOHKYpPEHIII 3 npodasujuysi — CIOBOM 3
«Hebaxanum» cydikcom: muB. 1. 2.3), TOp. 1. sprzedawczyni, 3a 3pa3KoM
OCTaHHBOTO 3’SIBIJIOCA BXX€ W noxynuyuusa (Xxoda, 3maBanocs 0, y)ke HasBHE B
«oQiuiiHi» MOBI nOKynHUYys HIYAM HE TPIIIUTH» MPOTH HOPMH); HABITH
bomorcuns — Big bomorc («Bucokuit 3amox», 15.05.2014, c.14)y KoHKypeHIIii 3
Oomdicuxa, aKTHBI30BaHI B MEXax 3arallskHOYKpaiHCHKOTO MOBHOTO MIPOCTOPY
Ha3BH TMPEJCTaBHUIb 3aXiJHOYKPATHCHKUX €THOTpadiuyHUX TPYN OOUKUHS,
semkuns (Top. yKe 3aKpiIuIeHIH y JiTepaTypHiii MOB1 €THOHIM epeKuHs), HOBI
HA3BH JKIHOK-CIIOPTCMEHOK: Oopeyb — Oopuumsi («HAHCWIBHIIIA OOpYUHS
KOHTHHEHTY»: «YKpaina mojonay, 23.03.2012, c. 1; Takok TIEepeH.: «OopuuHs
3 KOMyHI3MOM» — «YKpaiHa momoma», 20.11.2013, c. 11, «bopuuns 3a cupa-
BeuBicT» — T/K «Crymist 1+1», TCH, 25.11.2009), nraseys — niaguuns
(Y KOHKYpEHIIii 3 y>ke HaIBHUM n1aguuxa), HaOyBa€ MOMUPEHHS CMPIibYUHI —
BiJl cmpineys’, BiJl IMCHHUKIB CIIJIBHOTO POJY: KO/e2d — KOJIe2UHsl, YKUBAETh-
csl TakoX cmapocmuns. 1lef cIOBOTBIpHUH THI B yKpaiHCBHKIii 3arajlbHOHa-
POIHIA MOBI TOBHIIIe 30epircs, K BiIOMO, Ha 3aXiJHOYKPaiHCHKHX TEPEeHaX
(mogeyb — mosrums, wieeyb — ueskunsi: Jei., B €THOHIMIT: HIMKUMS, MYPKUHS,
yexuws), MalO9IH Oe3nepevHe MiPKUBJICHHS 1 3 O0KY 3aXiJHOCIOB’ THCHKUX MOB
(y mifi rpymi CJIOB’SHCBKMX MOB BiH TIPEJCTABICHUNA HAWMOBHIIE), 1,
BiJIIOBiAHO, B MOBHIH MpakKTHUILI 3aXiTHOI yKpaiHChKoi Aiacriopu. Ilop. Takox
JIABHIII, BXXE Y3BHYAEHI B JITEPATypHI MOBI OAMHULI 20CNOOUHS, KPABUUHS,
Maticmpuns — Y KOHKYPEHIIT 3 eocnodapka, Kpaguuxd, mMancmpuxa, yxe 3a
HOBITHBOTO Yacy TIOIIMPEHE B 3arajlbHOYKpaiHCBKOMY MaciuTali razoums
(CYM-20 momae TakoX oicpeKkumsi <OKPHUISD» — 3 UIIOCTpaIlisIMH i3 TBOpIB
3aXiTHOYKPATHCHKUX MTUCHMEHHUKIB, ajie 0€3 CTUITICTUIHUX PEMAapOK).

i Tpu akTyasizoBaHi THIIM CIIOBOTBIpHOI (heMiHi3allii MOMITHO Pi3HATHCS
MiX CO0OI0 32 CBOIMH YaCTOTHUMH Ta CTHJIICTHYHO-KOHOTATHBHUMH XapakKTe-
PUCTHKAMHU: HAYaCTOTHIIINM 13 HUX BHUCTYTAE, SIK 1 10 IbOTO, THI i3 Cy(ik-
COM -K, aJie BiH e, 3 iHIIOro OOKY, MOPIBHAHO Oinblne — y 0aratbox ¢opmax
CBOET KOHKPETHOI peaiizamii — MO3HAYCHHWH KOHOTAIliIMH pPO3MOBHOCTI H,
OT)KE, THM YH IHIIUM CTYNEHEM CTHJIICTHYHOI 3HrKeHocTi. Came 11e, Oesre-
PEdYHO, yXKe TIPOTATOM TPUBAIOTO Yacy CTOITh HA 3aBajli, HAPUKJIIA, MIXKCTH-
JBOBOMY BHUKOPHCTAHHIO (EeMIHATHUBIB HA 3pa30K Oil08OOHA, HAYKOBKA,
0071iK06Ka, CyHcO06Ka, YPA006Ka, SKIIO CIOBO OBIpHUYKA B OJHUX CJIOBHU-
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kax ykpaincekoi MoBu (CYM-11; CYM-12) mnomaetbcs SK CTHIIICTHYHO
HeUTpaJibHe, B iHIHX ke — K po3MoBHe (CYM-20), 11e CBITYHTH TiITBKH TIPO
T€, MO B OCTAHHHOMY BHUIIAJKy JO CTHIIICTHYHOI KBamidikarii IIb0ro cIoBa
moctaBwincs yBaxHime. Ha kopucTe akTuBizamii ABOX IHIIMX THITIB
«TIPAITIOIOTEY TaKi BaXKIUBI (aKTOpH, SIK: 1) y CTPYKTYpHOMY IIaHI — pery-
JSIPHICTH TBOPEHHSI HE3aJISKHO BiJl KIHIEBOTO XapakTepy TBipHOI OCHOBH (Ha
BiIMiHY BiJ THUNy Ha -K-a, mpolecaMm QemiHizallii B Mekax SKOTO CTae Ha
3aBaji HASBHICTb MEBHUX 3BYKIB: 33HBOS3UKOBHX I, K, X 1 TOPTAHHOTO T,
IyOHHUX, CKYITYEHHSI IPUTOJIOCHUX: -KMH, -p2, -mp Ta iH., CyPIKCIB 3 BUMIaIHUMH
TOJIOCHUMH €, 0, HATIPUKIIAM: 3HA8eyb, C8i00K); 2) Y CTHIICTUYHOMY IUTaHI —
BIJICYTHICTh Y HUX KOHOTAIii PO3MOBHOCTI, a JIJsl THITy Ha -(K)UH-fI, KpiM
TOTO, IIe ¥, 3 OAHOTO OOKY, HAasBHICTH NMEBHOI CTHIJICTHYHOI MiJTHECEHOCTI
(TIop. TakoX eepoins), 30KkpeMa W dYepe3 HOoro apxaidHicTh (TOp. Oocuns,
pabuns, MoHaxuws, y Ha3BaxX IPYKHHU 33 YOJIOBIKOM: OOAPUHS, KHASUHA 1
Mox.), a 3 JAPYroro, — 3HAYHO MEHINA MPOAYKTUBHICTH HOTO B CydYacHii
POCIHCHKIH MOBI, ajie TTOMIiTHA TPEICTaBICHICTh Y MOBHIH MPaKTHIII TiaCIIOPH.
Came TOMy OCTaHHIH 3 Ha3BaHHX CJOBOTBIPDHUX THUIIB CTaB TaK aKTHBHO
BHUSBIISITUCS; MOTO PETYyJSPHICTh OCOOJMBO JEMOHCTPYE MOBHA IpaKTHKA
neskux TenekananiB, Hacammepen CTB (mporpama «BikHay), Hampukiai:
KPUMUKUHS, Me3KUHs — BI me3ko, homoepaghuns, ¢iziampuns — Bin gpiziamp,
BiJl IMEHHHKIB Ha -ellb: ubOpeysb — UOOPUUHS, 3HABEYb — 3HABYUHS, Kypeyb —
Kyp4uHs1, HaBITh Mon00eyb — moaoduuns («Bona moroouuns\y.: CTh, «Hac K»,
31.03.2003); B inmux 3MI: epaseysv — epasuuns (T/x «Hoswuit», «Pemoptepy,
2.09.2009), opamamype — opamamypeuns (ICTV, «Daktm», 25.01.2011;
«Mmonona ykpainceka opamamypeurns Kartepuna Jlemuyk»: B. Cepmrok. —
«JlitepatypHa VYkpaina», 22.10.1998); yxuBaeTbcsi Takoxk (eMiHATHB
C8I0K(uw)unsn — BiI cgidok. OaHAK SKIO HASBHICTH IMBOTO Cy(iKca BHIAETHCS
[UJTKOM JOPEYHOI B TaKWX CTWICTHYHO TigHECeHHX (emiHaThBax-
HOBOTBOpaX, fK, HaNPUKIAI, 8odcOours (30kpema, mpo Omiro TumormeHko),
nampiapxuns (TEpeH.: «nampiapxuns HAIIOHATBEHOI KyJIBTYpPH» 1 TOX.), a
TaKOX Y CJOBi opocuns («HEIPUMUpPEHHI gopocunin: OkcaHa 3a0yKKo), TO
B)KMBAHHS TOJIOHUX YTBOPEHB Y CTHIIICTUYHO HEUTPATFHUX KOHTEKCTaX, TUM
Oinpire B iHGOpMaIitHOMy CTHII, y Ha3Bax MOCaJ JKiHKH, ITOKH 1o, Oe3rre-
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pEeUYHO, CHpUIMAETBCS NAJIeK0 HE OJHO3HAYHO B YKPAaiHCHBKOMY MOBHOMY
COIIiyMi.

VY 3aranbHOCIIOB’THCBKOMY MOBHOMY IPOCTOpPi IMPOAYKTHUBHICTH MoOzenei
cydikcanbHoi pemiHizamii Ha MO3HAYEHHS! 0COOM JKIHOYOT CTaTi 32 COI[iaIbHUM
CTaTyCcoOM, sIK BiJIOMO, iCTOTHO BapitoeThcs (y Ha3Bax 3a O3HAKaMH HaIliOHAITb-
HOCTIi, IOXO/KEHHS, TPOKUBAHHS, 32 IEBHUMH SIKICHUMH XapaKTePHCTHKaMU
1151 Me)Ka 3MIIY€EThCS i MIDKMOBHI BiZIMIHHOCTI € HE TAKUMH BHPa3HUMH) — Bif
HallMEeHII aKTUBHOTO iX (yHKI[IOHYBaHHA B CydYacHiil pOCIHCBKiH JIiTepa-
TYpHiii MOBI (ITiCIIsl aKTUBHOCTI IMX MpoleciB HanpukiHi XIX — Ha moyaTKy
XX cT. 1 ocobmuBo B 20-30-i pokn XX ct1.) 11 12 g0 mmpmioro ix mpemcras-
JIEHHS B JBOX IHIIMX CXIiJHOCIOB SHCHKMX MOBax 1 IMe MOBHINIOTO — ¥
3axiqHO- (0COOJIMBO B YECHKIH 1 CIIOBAIBKIH) 1 MIBISHHOCIIOB’ THCHKHX MOBaX.
BinMiHHOCTI B IOMY IUIaHI MiX CJIOB’SHCHKHMH JIITEPaTYpHUMH MOBaMH
3araJoM MOXKHa TOSICHUTH Pi3HOI0 MIpOI0 BIUIMBY Ha OCOOJIHMBOCTI iX Qop-
MYBaHHs Ta PO3BUTKY ABOX TAaKMX BHU3HAYIBHMX YMHHUKIB HOPMATHBHOCTI
JTEpaTypHOI MOBH, sIK: 1) OibITa / MEHIIA HAABHICTh KOMIUIEKCY TPHUBAIUX 1
MIIIHUX HOPMAaTUBHHUX TPaguLid y MekKaxX KOXKHOi 3 MOB — II€ 3YMOBIIOE
BiIMIHHOCTI MiX pocCiiicbkoto (3 i TpuBanow W BiTHOCHO Oe3MepepBHOIO
TpaguIli€l0 PO3BUTKY 1 (PYHKIIOHYBaHHSIM SK MOBH JEp)KaBHOTO JKHTTH,
MOTYKHHM CTPYMEHEM KHIKHO-ITUCEMHOI MOBH B ii OCHOBI 1, SIK HACIiJOK,
HalCyBOPILIMMH, OYEBHUAHO, HOPMAMH B MEXax CIJIOB’STHCHBKOIO MOBHOI'O
CBITY) 1 OIFBIIICTIO 1HIIUX CJOB’STHCHKUX JIITEPATypHUX MOB (3 OinbIIo0 ado
MEHIIOIO TEPEPBHICTIO B iXHHOMY PO3BHUTKY MIK CTApPOKHIDKHHM 1 HOBHM
mepiomaMd a00 W TOPIBHAHO MOJOIWX, IMUPIIOI HASBHICTIO HApOIHO-
PO3MOBHOI OCHOBH Ta IIMPIIOI0 HASBHICTIO PI3HOMAaHITHUX BapiaHTHHUX SBHII
y IXHill CTPYKTYpi — SIK MOB 3 BiJICYyTHBOIO 200 OCIIa0JIEHOI TPATUILEI Jep-
JKaBHOTO (DYHKIIIOHYBaHHS), a TaKOX, XO0Ya BXKEe ¥ MEHIIOK MIpPOI0, Mix
MOJIECHKOIO (3 11 TPUBANOIO TpaauIieio (PyHKIIIOHYBaHHS HE MPOCTO SK JiTepa-
TYpHOI, a i IK MOBHU JIEPKABHOTO KUTTS) i IHIIMMU SIK 3aXiJ{HO-, TaK 1 MBACH-
HOCJIOB’ THCHKHMH JTiITEpaTYpHUMH MOBaMU; 2) OuNbIa / MEHINA MOXXIIUBICTh
JUTSL JIiTepaTypHUX MOB y iXHii monepenHiit ictopii, oco6nuBo Bxke B XX CT.,
caMocTiitHoro abo >k, HaBHaKW, 3aJIS)KHOTO BiA IHIMMX (Hacammepen, 3po-
3yM1JIO, BiJ CYCiZHIX CIIOB’STHCBKHX) MOB PO3BHTKY, KOJW KyJIbTypHa elliTa
HapoJiB — HOCIiB MOB, 1110 MPOTATOM TPUBAJIOTO Yacy MepeOyBalOTh MiJ TAKUM
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BILTUBOM, KEPYEThHCS MPArHeHHIM (HE 3aBiKIH, 3BUYANHO, MPSAMO YCBIIOMITIO-
BaHHWM) PO3BHUBATH, KyJTHBYBATH CaMe Ti OCOOJUBOCTI CTPYKTYPH IXHIX MOB,
O IX MOXHAa BBaXaTH CHpPaBIi NMUTOMUMH ¥ BHU3HAYAJILHUMH [UIS HHX,
BHUPI3HAIOYM 1X Ha TIi MOB — JDKEpEJ TAaKOro BIUIMBY: 1€ 3YMOBIIIOE ITOMIT
HacaMIlepel MDK YKpaiHChKOIO, OuUTOpychkolo (Ha (OHI pPOCIHCHKOT),
«HEJIOMIHAHTHUMMWY» MOBaMmu koiuiHboi IOrocnagii (Ha ¢oHi cepOChkoi), 3
OTHOTO OOKy, 1 IHIIMMHU CJIOB’SIHCBKMMH MOBamu, — 3 apyroro. Came sk
HACHiIOK KOMIUIEKCHOI Mdii mmx ABOX (aKTOpiB SIBUIIE CIOBOTBIpHOT
(demiHizaLiil WupIIe BUCTYTAE, 30KpeMa, B YKpaiHCHKii Ta 01I0pyChKill MOBaXx,
HIXK y pOCIHCBKiH, Y XOpBaTChKiit Ha poHi cepOchkoi. OkpeMo B TAKOMY O
CJIOB’SIHCBKHMIX MOB CTOiTh YeChKa JiTepaTypHa MOBa 3 ii JOCHUTH PETYIIPHUM
CHIBBiJHOIICHHSAM (DOPM YOJOBIYOTO i JKIHOYOTO POy B MO3HAYEHHAX OCiO,
sKa X04Ya M CIUPAEThCs Ha TPAIUIli CIIOBOTBOPEHHS CTapOYECHKOi KHIDKHOT
MOBH, ajJi¢ Maja 3Ha4Hy NEePEPBY Yy CBOEMY iICTOPUYHOMY PO3BHUTKY, a B MpPO-
1Ieci CBOTO BiJIPOJKEHHS 3a3HaBalla IHTEHCUBHOTO CBIIOMOTO PETYJIIOBaHHS.

B ymoBax TemnepimHboi qeMokpaTtu3ariii GyHKIOHyBaHHS i pO3BUTKY MOB
HapOJiB MOCTCOLiaTiCTUYHMX KpaiH Aif LBOTO SBUILA aKTHUBI3yBajacs B yCiX
CJIOB’THCBKHX JIITEpaTypHUX MOBaxX, OJHAK HE MPOCTO 3 Pi3HOI0 IMOBHOTOIO,
aje ¥ yHACNIOK MEepeBaKaHHS MPHU IIbOMY [ii PI3HMX 13 3a3HAYCHHUX BUIIE
(muB. m. 1) ¢akTopiB cnoBoTBOpPeHHS. Tak, yci CJIOB’SHCHKI MOBH, 3BUYaifHO,
JEMOHCTPYIOTh aKTHBI3aIli0 MpoleciB cydikcanbHOl peMiHizamii SK HACTIIOK
Iii TepIIoro — 3arajbHOCOIIATFHOTO, a TAaKOXK NEBHOIO Mipoio (B 3arajlbHUX
YMOBax JajbIlol JAEMOKpaTU3allii MOBHOI'O JKUTTS) W TPEThOTO 3 Ha3BaHUX
YUHHUKIB. AJie pocifickka MOBa IIPH IILOMY, K IIPABUIIO, i OOMEXKYETHCS €0
BI/I3HAYCHUX YHWHHHKIB: OusHecmenk(ur)a, Ookcepk(ui)a, denymamuid, Ou-
Ooicetix(u)a, uHmepsvioepuid, KoMnbmepwuyd, HApKoKypbepuid, ACUxXoaHa-
AUMUYKA, CHalinepwia, cnpumepk(u)a Ta iH., TOAI AK V IHIaHI HOPMOTBOPUO-
CTi TSI POCIHCHKOT0 MOBHOTO COIiyMY 3arajloM CaMOOYEBHUIHUM € (PaKT, 1o
MONIOHMM OJUHHMISIM HE Miclle B KOJU(IKOBaHIH JiTepaTypHill MOBi, KpiMm
xi0a 1o cdepu CopTy Ta AEAKHX iHIMHX cdep, e cTaTh KIHKH € OJHUM 3
BHU3HAYAIILHUX JJIs i1 POy 3aHAThH MOKA3HUKIB, 1 TO JIMIIE JJIS JCPUBATIB i3
cydikcoM -K- (kapamucmka, Kyabmypucmka, cmpunmuzepka i mom.). s
MOJICHKOT MOBU BXKJIUBUM € TaKOX BIUIMB JIPYTrOro 3 IUX YMHHUKIB — HOPMO-
TBOPYOTO, alie B MOJILCHKOMY CYCIIJILCTBI, 30KpeMa i cepei MOBO3HABIIIB, yCe
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e TPUBAKOTH JTUCKYCIi MOJJ0O KOPEKTHOCTI 3aCTOCYBaHHS B PI3HHX BHUIIJIKaX
iMEeHyBaHHS 0COOM KIHOYO1 CTaTi 3a ii COIlialbHAM CTaTycoOM a00 CIIOBOTBIp-
HUX (peMiHaTHBIB, a00 (popmM HOd. p. — MACKYTIHI30BaHUX TO3HAYEHB 13 CHH-
TakcuyHOIO QemiHizauieol8. Ilpu npoMy, ogHAK, KOHCTATYETHCS NIEpeBaKaH-
HS HE TIIBKY B O(iIiiHIN, a i y pO3MOBHIN chepax CIOBOBXKHUTKY (opM HoII.
p. 11 mo3Ha4yeHHs1 ocid 000x craTteil. B ycBimomieHHi % HOCIIB 4echbKoi Ta
CJIOBalbKOT MOB HOPMATHUBHUM CTaTyC Pi3HUX CTPYKTYPHHX THIIB cy]ikcaib-
HUX (eMiHATUBIB € 3arajioM Oe3nepeyHuM (ax A0 OQiIiifHOTO 3aKpITUIeHHS iX
y cTaTyci BilicbKOBHX 3BaHb). HaliBupasHilie x — yHacIiIOK, 3 OAHOTO OOKY,
IUHAMIYHOTO PO3IIHUPEHHS Ha0Opy TakuX (PeMiHATHBIB Ta CYCIUTLHUX cdep ix
BUKOPHUCTAHHS, a 3 JPYroro OOKYy, NaJeKO HE OJHO3HAYHOTO CTAaBIICHHS 0
[FOTO B PI3HMX KOJAaX MOBHOTO COIiyMy — JIisl IPYTroro 3 X (akTopiB BUSB-
JITETHCS B TAKMX MOBaX, K YKpaiHCBbKa 1 OUTOpychKa: Ie He MPOCTO MOITYKH
HOPMH, a TIOIIYKH ii camMe B JAJIBIIOMY PO3MEXYBaHHI 3 POCIHCHKOI0 MOBOIO.

CraBiieHHS HE TiNBKH Pi3HUX BEPCTB MOBHOT'O KOJEKTHBY, & i MOBO3HAB-
IiB-yKPAIHICTIB M0 SBHUINA IMHPOKOI aKTHBI3AIii TPOIECIB CydikcaTbHOT
¢demiHizanii B cydacHii YKpaiHCBKiH MOBI ICTOTHO BapilO€TBCS. 3-ITOMIXK
HEMOBO3HABIIB, CYIsYH 32 YUTALBKOIO TMOIITOIO, IHTEPB’I0 B ra3eTax, 3HAYHO
O1TBIIY aKTHBHICTH BUSIBIAIOTH Ti, XTO HE CIpUIIMae, MPUIOMY KaTETOPUIHO,
1Ie ABHUIIIE, TOP., HAPUKIA: «5 i ... He mucana 0, aje Tak Bke “IicTano” oTe
“npem’epka”. 1 e minmo Bxe yciMa kananamu! CremianbHO iM XTOCH Taki
cJoBa miaKuaae, au mo? A 1o x Oynae, K “npem’epka’ cTaHe MPE3UICHTOM —
oyne “npezudenmra’?» (M. Ocanua, M. JIbBiB. — «JliTeparypHa Ykpainay,
7.08.2008, c. 6). Y 3MI, sk yxe Bia3HAYaJIOCS, HAHAKTHBHIIIEC BIAETHCS 0
BXXKUBaHHA y (YHKIIi CTHIICTHYHO HEWTPaIbHUX HA3B )KIHKH, IIJIKOM MpHH-
HATHHX 1 B OQIIIHTHOMY BXHTKY, YK€ HasBHHUX y MOBi (heMiHATHBIB, IO JOCI
KBamiQikyBaaucs HOPMAaTUBHUMHU JDKEpEIaMH SK PO3MOBHI, i IHPOKOTO
TBOpeHHS HOBHUX onuHHUIG TenekaHan CTh y mismpHOCTI cBO€ET iHpOpMamniitHOT
nporpamu «BikHa». Cepen THX MOBO3HABIIIB, (PIIOJIOTIB, K1 ONMPIITIOIHIOIOTH
CBOIO IyMKy 3 LIbOTO IIPUBOJY, YacTillle, SIK BUAAETHCS, BUCTYNAIOTh Ti, XTO
pilryye miATpUMY€ BiA3HAUEHE SIBUIIE, BUCIOBIIOETHCS, 3 iHIIOTO OOKY, 1 HOro
KPUTUYHE CIIPUHAHSTTS.

3BUYaitHO, OCKUTEKY TIEBHI KOJa MOBIIIB CIPHIMAIOTh 1€ SBHINE SK OJTHY
31 crenupivHUX, XapaKTepPHUX O3HAK YKpAiHChKOI MOBH (0COOIMBO X Ha
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(oHi oHIET 3 IHIIMX CIIOB’THCHKUX MOB, SIKY BOHHM TaKOX 3HAIOTh 1 5IKa BXKE
MPOTATOM KITBKOX CTOJIITH CHpAaBIIsI€ TOTYKHWW BIUIMB Ha yKPaiHCBKY, a
caMme pOCIHCHKOI), y TeHepilTHbOMY KOHTEKCTI (PyHKIIOHYBaHHS yKpaiHCHKOL
JTEPaTypHOI MOBH IIei TIPOIEC PO3BUBAETHCA (PAKTUYHO BXKE HE3aJIEKHO BiJ
CTaBJICHHS 110 IThOTO 3 OOKY MOBO3HABIIIB i JIekcukorpadiB. OmHaK Iie ax
HiSIK HE Ma€ O3HA4aTH, IO JIEPUBATH XKiH. P. MOXXHA TBOPUTU B MOAIOHUX
BHITaJKaX Maibke aBTOMATUYHO. Y MeXax Ii€i TeHACHINil, LiJKOM CIyIIHO
CIpPSIMOBAHOI Ha iICTOTHE PO3MIMPEHHS Micus cydikcaabHUX (EeMiHATHBIB Y
CJIOBOTBIpHIl CHCTEMi YKpaiHChKOi MOBH, JaJeKO HE 3aBKIH MOKHA MPOBE-
CTH BOJOIUT MK THMH SIBUIIIAMH, SKHX 00 €KTUBHO TMOTpeOye YKpaiHChKa
JiTepaTypHa MOBa, ajie sIKi OyJIM IITYYHO CTPUMYBAaHI B TIONEPEIHI epiofn ii
PO3BUTKY, 1 TUMH, SIKi IepeOyBaIOTh yKe 1M03a MUMHU NoTpedaMu, K1 MPU3BO-
IATH yKe, 3 OMHOTO OOKy, IO CIUTYTyBaHHS W HIBEJIAIi BHpaKalbHUX pe-
CYpCiB pi3HHX CTHJIB i JKaHpPiB JIiTepaTypHOI MOBH, OO TOTO YH iHIIOTO
CIPONICHHS 1i CTHJICTUKU, a 3 APYroro, — 10 CEMaHTHYHOI HEUITKOCTI B
XapaKTEePUCTUKAX 0COOH KiHOUYOT CTaTi:

a) 1e, sIK BiJ[3HAYaJ0Cs BHWIIE, Mpo0IeMa sIBHOI CTHIIICTUYHOI HeaJleKBar-
HOCTi 0araThOX MEXaHIYHO CTBOPIOBAHUX 1 TIOMIMPIOBAHUX, HacaMIiepen
XKypHaJicTamMu Ta Jjitpenakropamu 3MI, cydikcanbHux (eMiHaTHUBIB — SK
HEIOPEYHOTO MiAHECEHHS IXHBOTO CTHIIICTHYHOTO cTaTycy (Hampukiaa: «NN,
TKapka-emigemionoruns»: CTh, «Bikna», 16.07.2007), Tak i me 4acrime —
3HIKEHHS 1 HaBiTh OTPYyOJIEHMS KOHOTAIlll TaKMX CIIB y 3arajJlbHUX paMKax
Cy4acHOi TEHAEHUIi A0 HaJAMIPHOTO «OPO3MOBIIOBAHHS» JITEPATYPHOI MOBHU
(e crocyetbes Hacammepen (DeMIiHATHBIB i3 Cy(hIKCOM -K-a): «KepiGHUYKA
naptii» (domy 6 yxe Toni He Kepignuya?), «xomumHsa mepka lpners» (CTh,
«Biknay, 21.06.2007);

0) 11 TUTaHHSA TPO MOIUIBHICTh TIONTUPEHHS CIIOBOTBIPHOI (eMmiHizaii,
30KpeMa, y BUIaJKax, /¢, Mo-Iepiie, epeBakac CEMaHTHYHE aKIICHTYBaHHS
HA NO3HAYEHHI HE CTUILKM BJIACHE 0COOM KIHOYOI cTarti 3a T couiaabHUM
CTaTycoM, CKUTBKH CaMOTO CTaTycCy, MPEACTaBHUKOM SIKOTO B JaHOMY pasi
BUCTYIa€ caMe KiHKa, abo comianbHOi (yHKLIi, IKY B JaHOMY pa3i BUKOHY€
caMme JkKiHka (y TaKux BUTAAKaX TPAAWINHO BHCTymHae gopma Yol p. y Horo
TeHEePUUHIN — «POMNOBiil» — ceMaHTHUHIN (QyHKIIi), a Mo-apyre, HAeThCS Tpo
OIIIHIOBaHHS COIIaJbHOTO MicHs Ti€l YU 1HIIOI KIHKK Cepel MEBHOI CYKYII-
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HOCTi 0ci0 000X crareid. Tax, SIKIIO cexpemapka sIK TIO3HAYCHHS BiATIOBITHOTO
pony 3aHATh (paxy) € BKE IUIKOM 3BHYHOIO W CTHJIICTHYHO HEHTPaILHOIO
HAa3BOI0, TO BXKWBAaHHS ITLOTO CJIOBA B HA3BaX BIANOBIIHUX KEPIBHUX IIOCAI,
0 X MOXKYTh BUKOHYBATH U KiHKH (3 HASABHICTIO ()OPMH POJI. B. IMEHHUKA HA
MMO3HAYCHHS YCTAHOBH, OpraHi3allii i T. iH.), yce IIe mpuBepTac 1o cede yBary:
«cexpemapxa 1K KITY Karepuna Camoinuk» (Yac, 24.05.1996), «po3moBa 3
cexkpemapxoro PHBO Paicoro BorarupeoBoro» (1/k «HoBwmit», «Pemoprepy,
9.02.2010), «oepaccexpemapxa CHIA Mamnen Onbpaiity (CTb, «Bikuay,
16.02.2002); y psami inmumx BunaikiB: «lOmis TuMomeHko OanoTyeTscst y
npesudenmxu» (CTbh, «Bikma», 27.03.2014), «lIpe3wmeHT YCYHYB Bif
000B’s13kiB eybepramopui Cymcbkoi oomacti Hiny 'apkaBy» (CTh, «Biknay,
24.11.2006), «Bona Buctynuna adgoxamkow y cupasi..» (CTb, «BikHay,
10.04.2002), «Yu craté eapanmioio CBOEMY TPOTEXKE?» — PO3MIPKOBYBAHHSI
repoini ginemy (YT-1, 1/c «Copast», 20.07.2005). Och npukiaad BKUBaHHSI
cydikcanpHuX (heMiHATHBIB NPU OIIHIOBaHHI (PaxoBHX sIKOCTEH 0coOM *KiHO-
4oi CcTari, sIKa MpaIoe B MEBHINA ramxy3i (mopsa 3 ocodaMu Y0I0BiUOl CTaTi):
«Bomna Haiikpaima aeporomxa B paiioni» (CTB, «Biknay, 3.09.2004: naiikpaia
cepe] Koro caMe — cepel] YCiX arpoHOMIB UM TiJIbKU Cepell arpOHOMiB-)KiHOK?)
(mop., 3 iHmOro OOKy, IUJIKOM aJeKBAaTHE B CEMAHTHKO-KOMYHIKaTHBHOMY
IUTaHI — B IHIIMX CEMAaHTHUKO-CUHTAKCHMYHHUX TO3HIIAX — YXKUBAHHS I[bOTO
(deminatuBa: «4eporomKka HATSIKaNa Ha Te, 10 BOHA TOPIK MEPIIO0 Modana
xJyibo3nauy nepxasi». — Onecs ['onuap). Ilop., HampukiIam, iCTOTHO BiAMiHHE
BU3HAYCHHS MICIISI BUJATHUX TMPEJACTABHUIL BITYM3HIHOI KYJIbTYPH B KOH-
TeKkcTax Ha 3pa3ok: «Jlecs Ykpainka (Mapis 3anpkoBenbka, Oxcana Iletpy-
CEHKO) HAJICXKUTh JO HAWBU3HAUHININX YKPAIHCBKUX noemié / noemecy
(axmopise / axmpuc, cnigaxié — cniéauox). Ilop., 3 iHmOro 00Ky, B MOBHIiH
IISTTFHOCTI THX e TeJIeKaHaJliB, IO CXWJIbHI JOCHTH MTUPOKO MPAKTUKYBATH
SIBUIIIE CJIOBOTBIPHOI (pemiHizamii, 1 BUMaIKH IIJTKOM aJeKBaTHOTO i3 CeMaH-
TUYHOTO TOIJIALY 3aCTOCYBAaHHS HIOJO OCOOM JKiHOYOI cTari 3a i poaoM
IISITEHOCTI (hOPM TEHEPUIHOTO YOJI. P. Ta CHHTaKCHYHOI (heMiHi3allii (B poao-
BOMY VY3TOJDKCHHI CJIOBa-O3HAYCHHS Ta KOOpAWHALII ClIOBa-IPHUCYAKA):
«HoBut npem’ep-minicmp 3arBepmxenuil. ... HoBa npem ‘ep-minicmp npucrty-
MuIa 10 BUKOHaHHA cBOiX 000B’s3KiB» (ICTV, «®axtny, 4.02.2005), «tOmis
TumoIeHKo — HaWBinOMININKA yKpalHChKHUH noaimuk... [Ipo 1e moimommuia
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onHa 3 aidepie KomiteTy HamioHambHOTO TOPATYHKY FOmis TumorieHKo»
(ICTV, «®aktmy», 2.12.2004), a Takok y>KUBaHHA (opM 000X POIIiB Ha 3pa-
30k: «NN — onmHa 3 Jidepié TONMITUIHOTO PYXy 1 OJHA 3 Ji0epoK KIHOYOTO
pyxy». Y 3BuuaitHux temnep nosimomieHHsx y 3MI Ha 3pa3zok «Ha yeueHcbkHx
cmepmuuysax Oyl TIOACH CMEPMHUKI6Y HASBHICTh Y APYrOMYy 3 IUX CIOBOB-
XKHUBaHb (OPMH caMe YOIl P., OYEBUAHO, HE MOXKE BUKIMKATH CyMHIBY. Y THX
BHITIAJKaX, KOJM OCHOBHOK (POZOBOIO) HA3BOIO IJIIOJUHH 3a 1i COIlialIbHUM
CTaTyCcOM BHCTyIIa€ HaliMEHyBaHHS HEICTOTH, TBOPEHHS (eMiHAaTHBa B3araini
Moxe OJoKyBaTucs, Hanpukian: «[lepiie mMicie B 3Maranusx 3000y1a opyeui
Homep 3a0iry Mapis IL».

AKTuBIi3amis BXMBaHHA Cy(iKcaTbHUX (DEMIHATHBIB CIIOCTEPITa€ThCS TAKOXK
IpY TIO3HAYEHHI HEXWBUX IIOHATH (XO4a MOAIOHI BUMAAKH II0CI HE MalOTh
CHCTEMHOTO BITOPSIIKYBaHHS Y TpaMaTHKax Ta CTHJIICTUKaX yKpaiHCHKOi MOBH,
Mop., HampuKIad, IJIKOM HOPMAaTHUBHI BHIAIKH: KpaiHa- abo Komanoa-
NePeMOdCHUYS, KpaiHa-yuacHuys, aie 3BUYAHHO KpaiHaA-OOHOp, 0epicasa-
azpecop, noci peMinatuBu TyT, 063 CyMHIBY, (iKCYBaJHICS TIOMITHO PiaIIe),
Hanpuknan: napmii-nioepku (ICTV, «®aktuy, 15.10.2007), gipma-niopsonuys
(«Ctymist 1 + 1», TCH, 11.11.2011), «komnanii — onepamopxu pexinaMmmy» i Moz ;
y MoBHII mismeHOCTI TenmekaHamy CTb (mporpama «BikHa»): pakxema-
nepexonmosauxa (22.11.2002), «Pocis — nidepka 3 npomaxy 30poi»
(30.10.2006), «lIlicas “UepBoHa pyTa” cTaja .Jaypeamkor) KOHKYPCY»
(15.08.2005), «Yxpaina He cTtana kanoudamxkoro 'y wienu HATO» (3.04.2008),
«xpainu — urenxuni €C» (4.05.2011).

Y MoBax 3 aHAPOIEHTPUYHUM MPUHIIMIIOM TPAMAaTUYHOI Ta CIOBOTBIpPHOT
OyIIOBHM cHCTeMa Ha3B Ha TMO3HAYEHHS OCOOM >KIHOYOI cTaTi 3a ii coIliabHIM
CTaTycoOM 3MYyIII€Ha TOCTIHHO «HAa3IOTaHATH» (32 NESIKMMU BHUHSATKAMHU Ha
3pa3oK dospKa — 00sp, CMPUNMuU3epKka — cmpunmusep) CACTEMY BiATIOBITHUX
Ha3B 0Ci0 YOJOBIUOi CTaTi, HEMHHYYE BiJICTAIOYH Bia HEl, — HABITh TOJi, KOJIHU
B caMili coLiajibHIll MIMCHOCTI BXe 3 ABISIOTHCS 00’ €KTHMBHI IMACTABUA IS
BIIMTOBITHOTO TTO3HAYCHHS XIHKH ¥ CEMaHTHIHHH (DaKTOp HOMIHAIli, TAKIM
YHHOM, YK€ MOKe BCTymaTH B Jit0. CIOBHHMKH 1 TpaMaTHKH, y CBOIO Yepry,
TaKOX TIOCTIHHO BiACTAIOTHh BiJ MOBHOI MPAKTHKH, MPUIOMY HE TUTEKH depe3
3pO3yMiTy IHEPTHICTh iX YKIaJadiB Ta IXHIO MOXJIMBY HEYBaXKHICTH, ajue M,
Oe3rnepevHo, Yepe3 HEBIIEBHEHICTh IX y KBaJi(iKyBaHHI THX YH IHIIMX KOH-
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KpPETHUX BHUMAAKIB SIK YK€ (akTiB MOBM UM IIe TibKH MOBJIeHHsS. Lle cro-
CYEThCS He JUIIe cydikcanpbHoi Geminizaimii, a i iIMCHHHKIB 3 BIICYTHICTIO B
ixHiil MOpQeMHii CTPYKTypi BKa3iBKM Ha CTaTh Ta CyOCTaHTHBOBAHWUX MPHK-
METHHKIB 1 JI€ENPUKMETHHUKIB, II0 MOXYTh OyTH BiJIHECEHI HE TUIBKH JI0
YOJIOBiKa, a ¥, MOXKITUBO, 10 JKiHKH. Tak, y TpyIli HEBiAMIHIOBAaHUX IMCHHUKIB
1HIIIOMOBHOI'O IMOXOKEHHS Ha ITO3HAYEHHs 0cl0 Taki cJIoBa, SIK 6i3a6i, 30M0i,
napeenio, npomedsice, Xini, IOAAIOTHCSA B CYYaCHUX HOPMATHBHUX JDKepelaxX sK
IMEHHUKH CIIIIEHOTO POy (Mill / Mos npomedice), ajie Ti 3 HUX, M0 CTOCYIOTh-
Csl POy 3aHATH, COLIANBHOTO CTATYCy OCOOM, — MEPEBaXHO TUIBKU B YOI P.:
(npec-)Jamauwte, imnpecapio, Kpyn'e, Kymiop’e, Nopme€, paHmove, pegepi,
cek 'topumi, wanconve (Konpepancoe, npoghi TUTBKU HEJABHO CTAIH TPAKTY-
BaTH K IMEHHUKH YOJ1. 1 KiH. p.). CyyacHi HOpPMaTUBHI CIIOBHUKH, (BiKCYIOUH,
HaIPUKJIaa, POIOBI KOpEJAIii cyOCTaHTHUBATIB Ha 3pa30oK 8apmosuii — eap-
moea, JaHKOBUI — JIAHK08A, YHOBHOBAICEHUIl — YNOBHOBAICEHA, HE TIONAIOTh,
onHaK, ()OpM XKiH. p. HE TUIBKH, HAIPUKIIAM, IO AiCHUYUL, HOCMOBUL, OilbHUY-
Hutl, psioosutl (psaoosuti TlomnaBcbka), MO 1€ MOXKHA TTOSICHIOBATH HEJOCTAT-
HBOKO) TIOKH [0 TPEJACTABJICHICTIO B IHMX BUMNAAKaX Jii CEMaHTUYHOTO
(akropa, a i 10 yuenutl, caiouutl Ta iH.
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LECTURE 4. CONTRASTIVE ANALYSIS
OF COMPOUNDING IN ENGLISH
AND UKRAINIAN

The question we set out to answer in this lecture is the nature of com-
pounds and methodological basis of their contrastive analysis in the lan-
guages under studpy.

1. Compounding as the type of word-formation.

1.1. Characteristic features of compounds and the treatment
of compounds in linguistics.

1.2. Types of compounds and suggested classification in terms
of syntactic paraphrase.

2. Contrastive analysis of noun compounds in English and Ukrainian.

3. “Bahuvrihi” compounds.

4. Reduplicatives.

5. Seminar questions.

6. Seminar library.

7. Additional resources: Part 5.

The game is to say something new with old words
(Ralph Waldo Emerson)

1. Compounding as the type of word-formation.

1.1. Characteristic features of compounds and the treatment
of compounds in linguistics.

Compounding is one of the productive means of word-formation both in
English and in Ukrainian. It is characterized by the ease with which compound
words are formed when need arises without becoming permanent units of the
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vocabulary. Compounding should be studied both diachronically and
synchronically. Our task is to make a synchronic review and this implies the
solving of the following questions:

1. The principal features of compounds which distinguish them from other
linguistic units.

2. The semantic structure of compound words.

3. The principles of classification.

A compound is a lexical unit consisting of more than one stem and func-
tioning both grammatically and semantically as a single word. 1. V. Arnold
states that these stems occur in English as free forms [Arnold 1973, p. 60].
In Ukrainian lexicological tradition compounding is subdivided into:

1. Stem-combining with the help of interfixes o, e, € (dobpo3zuurusuil, npa-
yezoamuutl, scummepadicuuil) or without them (mpunosepxosuii, 6cioouxio);

2. Word-combining or juxtaposition (Lat. juxta — near, positio — place) —
combining several words or word-forms in one complex word (xama-
aabopamopis, canon-nepyxapus) [Ilmromn 1994, c. 158].

In principle any number of stems may be involved, but in English,
except for a relatively minor class of items (normally abbreviated), com-
pounds usually comprise two stems only, however internally complex each
may be. Compounding can take place within any of the word classes, but
with very few exceptions, the resulting compound word in English is a noun,
a verb or an adjective. In Ukrainian this list includes nouns, adjectives and
adverbs.

The structural cohesion and integrity of a compound may depend upon uni-
ty of stress, solid or hyphenated spelling, semantic unity, unity of morphologi-
cal and syntactic functioning or, more often, upon the combined effect of
several of these factors.

The integrity of a compound is manifested in its indivisibility, i.e. the
impossibility of inserting another word or word-group between its
elements. e.g., a sunbeam — we can insert bright or unexpected between the
article and the noun: a bright sunbeam, a bright and unexpected sunbeam, but
no such insertion is possible between sun and beam.
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1.2. Types of compounds and suggested classification in terms
of syntactic paraphrase.

In describing the structure of a compound we should examine the rela-
tions of the members to each other. Compounding associates stems drawn
from the whole lexicon in a wide range of semantic relations. Although both
bases in a compound are in principle equally open, they are normally in a
relation whereby the first is modifying the second. In short, compounding
can in general be viewed as prefixation with open-class items.
[A Comprehensive grammar, p. 1568] But this does not mean that a com-
pound can be formed by placing any lexical item in front of another. The
relations between items brought together in compounding must be such that
it is reasonable and useful to classify the second element in terms of the
first. Such compounds are called endocentric. In exocentric compounds
there is no semantic center as in scarecrow (figure of a man in old clothes
set up to scare birds away from crops). Only the combination of both
elements names the referent.

The semantic integrity of a compound is on the other hand very often
idiomatic in its character, so that the meaning of the whole is not a mere sum
of its elements and the compound is often very different in meaning from a
corresponding syntactic group. e.g. a blackboard — a black board. In some
cases, the original motivation of the idiomatic compound cannot be easily
re-created, e.g blackmail -getting money or some other profit from a person by
threats.

The analysis of the semantic relationship existing between the constituents
of a compound presents many difficulties. Some linguists are treating semantic
connections within compounds in terms of syntactic relations. For exfmple,
such mode of presentation which (where possible) links compounds to senten-
tial or clausal paraphrases is adopted by A Comprehensive Grammar,
H.Marchand. As an example of this approach we may take the two com-
pounds: daydreaming and sightseeing which can be analyzed in terms of their
sentential analogues:

X dreams during the day, i.e. verb + adverbial

X sees sights, i.e. verb + object
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V. Arold calls such approach a “mistake” because syntactic ties are ties
between words, whereas in dealing with compounds one studies relations
within a word [Arnold, p. 61-62]. Although not all compounds are directly
“derived” from the clause-structure functions of the items concerned we still
consider such treatment of word-formation appropriate enough in the context
of general description and concentrating attention on the language’s produc-
tive capacity.

2. Contrastive analysis of noun compounds
in English and Ukrainian.

Major categories of compounds in English are notably Noun Compounds
and Adjective Compounds. We can distinguish subsets on the basis of a
grammatical analysis of the elements, together with the indication of the
relationship between them in terms of syntactic paraphrase.

I. SUBJECT + ACTION: Boaga cmagae — Bogocnana. This type is repre-
sented by the following ways of combining of structural components:

¢ noun (subject) + deverbal noun ¢.g.

English: sunrise, rainfall, headache, bee-sting, frostbite, daybreak, heart-
beat, rainfall

Ukrainian: nebocxun, cepyebummsi, 30penaod, COHYeCmosiHHs, CHi2onao

This type is rather productive in both contrasted languages.

e deverbal noun + noun (subject)

In English we refer to this type those compounds where the first compo-
nent is a verbal noun in -ing, e.g, flying machine, firing squad, investigating
committee and it is very productive. In Ukrainian examples are few: nadoiucm
(apx.), mpscozy3Ka.

e verb + noun (subject)

This type can be found only in English: watchdog, playboy.

II. OBJECT + ACTION: Bka3ye 10pory — 10poropkas

e noun (object) + deverbal noun
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This is a moderately productive type in English but very common in
Ukrainian, e.g.

English: birth-control, handshake. Ukrainian: oywoey6, cinokic, epeukocitl,
P0008I0.

In English we can single out a subtype noun (object) + verbal noun in -ing:
book-keeping, town-planning. In Ukrainian compounds of that subtype corre-
spond to compounds in -#Hs: cuposapinHs, MicmoOyOyeaHHsL.

e noun (object) + agent noun

In English this is a very productive type and designates concrete (usually
human) agents: matchmaker, stockholder, hairsplitter. Note, however, dish-
washer, lawn-mover. All compounds of this type in English are nouns with -er
suffix. As in Ukrainian there is a wide range of suffixes forming agent nouns,
so examples of compounds reflect this diversity: m scopybka, 3axonodaseys,
Kopucmonobeys, KeapmupoHaumad, Micmooyoi6HuK.

e verb + noun (object)

English: call-girl, push-button, drawbridge. In Ukrainian the first compo-
nent of these compounds is a verb in imperative: coaubopoda, kpymusyc,
npotioucsim, dypuceim. This type is often encountered in plant-names as
Oepunnim, romuxamins, romunic and for poetic characterization of people as
Bepnueopa, Ilepemanyioiibic, Henutieooa. This structural type of compounds
belongs to the ancient layer of Ukrainian vocabulary, for example, the God of
Sun in ancient Ukrainian religion was named Jaowc6oe: imperative form of the
verb dadju — nait and noun bogu — macTts, 106poOyT.

III. ACTION + ADVERBIAL: xoauTh MIIKH — MiIoxia.

In English this type of noun compounds has the following subtypes:

e verbal noun in -ing + noun (adverbial component which can be trans-
formed into prepositional phrase), e.g. writing-desk (write at a desk), hiding
place (hide in a place), walking stick (walk with a stick).

¢ noun (adverbial component) + agent noun, e.g. city-dweller (dwell in
the city), baby-sitter (sit with the baby),

e noun (adverbial component) + verbal noun in -ing, sunbathing
(bathe in the sun), handwriting (write by hand),

¢ noun (adverbial component) + noun (converted from verb), home-
work (work at home), gunfight (fight with a gun).
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In English the 2)nd and the 4)th subtypes can actually be combined and
this combined type can be encountered in Ukrainian: micyenepebysanus,
npayesoamuicms, ceimoennd. Besides, In Ukrainian there exists a rather
productive type of compounds formation: adverb (adverbial component) +
deverbal noun, e.g. ckoponuc, maprocnis’si, niuoxio.

Till now we have been discussing compound types that include the
component ‘action’: subject + action, object + action, action + adverbial. We
should also mention ‘verbless’ compounds like:

silkworm, monokoszasoo (noun, produces noun,);

doorknob, nicocmen, enunozem (noun; has noun,);

raindrop, cxnosama (noun, is of, consists of noun,);

ashtray, nmaxogpepma, 3eprocxosuwe (noun, is for noun;);

girlfriend, nicocmyea (noun, is noun,);

security officer (noun, controls/works in connection with noun;).

The most productive types of verbless compounds in both languages
belong to the type “subject and object”:

e windmill: noun; + noun, (noun; powers/operates noun;, “the wind pow-
ers the mill”). e.g.: air-brake, steam engine, gas cooker;

e toy factory: noun; + noun, (noun, produces/yields noun;, “the factory
produces toys”). e.g.: honey-bee, silkworm, gold mine.

Ukrainian: woexonpso, Hagpmonpomucen:

e bloodstain: noun; + noun, (noun; produces/yields noun,, “the blood pro-
duces stains™). e.g.: hay fever, tortoise-shell, whalebone, food poisoning;

e doorknob: noun | + noun, (noun; has noun, “the door has a knob”).
This is a very productive type. Noun is inanimate. With animate nouns we use
a noncompound genitive phrase: compare the table leg with the boy’s leg. e.g.:
window-pane, cartwheel, bedpost;

e security officer: noun; + noun, (noun, controls/works in connection
with noun; “The officer looks after security”). e.g.: chairperson, fireman,
deckhand. This is a very productive type, with the second constituent always a
human agent. Indeed, so commonly has man been thus used (in its unmarked
gender role, “human adult”) that in some compounds it has a reduced vowel,
/man/. This item and its gender-free alternative person might in fact be viewed
as a suffix. In Ukrainian terminology some final elements of compounds are
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called suffixoids: -epitika, -Oymeywv, -n106, €.g.. minroepitika, 00HOOYMeyb,
nmaxonoa.

It should be mentioned that combining-form compounds (in Ukrainian
scholarly tradition — compounds with interfixes) are commonly used in the
fields of science and learning. In consequence, many are in international
currency, adopted or adapted in numerous languages. For example, psycho-
analysis: noun; (in its combining form) + noun, (= noun, in respect of noun;)
“the analysis of the psyche”. This is a highly productive type both in Ukraini-
an and in English. Various relations can be involved. Typically, the first
constituent is neo-classical and does not occur as a separate noun stem, but the
model has been widely imitated with common stems, with an infix (usually -o-
but often -i-) as a link between the two parts: cryptography, insecticide, etc.
Stress patterns are various and the primary stress often falls on the link vowel
of the combining form. Among common second constituents are -meter,
-graph(y), -gram, -logy. In Ukrainian: -memp(is), -epap(is), -no2(is), -man(is).

Speaking about compounding we should also mention that a particularly pro-
ductive type of back-formation relates to the noun compounds in -ing and -er.
For example, the verbs: sleep-walk, house-keep, dry-clean, sight-see.

3. “Bahuvrihi” compounds.

The term bahuvrihi was introduced by the Sanskrit grammarian Panini in
his famous Grammar, in which he classifies compounds into four types:
avyayibhava, tatpurusa, bahuvrihi, and dvandva. According to Panini, bahu-
vrihis are those compounds which denote a new thing not connoted by the
constituent members individually. The Sanskrit compound bahuvrihi exempli-
fies this type of compounding since its literal meaning is ‘much rice’ and is
used to denote something which is not connoted by the compound members,
that is, ‘having much rice, i.e. a rich man’. Given that the meaning of most
bahuvrihis is ‘having X’, these formations are also attested as possessive
compounds in the relevant literature. Leonard Bloomfield attracted attention to
the fact that the large class of English compounds that is exemplified by
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whitecap, longnose, swallow-tail, blue-coat, blue-stocking, red-head, short-
horn has noun function and a noun as head member, and yet is to be classed as
exocentric, because the construction implies precisely that the object does not
belong to the same species as the head member: these compounds mean
‘object possessing such-and-such an object (second member) of such-and-such
a quality (first member)’ [Bloomfield 1933, p. 236].

We will accept the approach that the term bahuvrihi refers not to the pat-
tern of formation but to the relation that such compounds have with their
referents. Neither constituent refers to the entity named but, the whole refers to
a separate entity (usually a person) that is claimed to be characterized by the
compound, in its literal or figurative meaning. Thus, a highbrow means ‘an
intellectual’, on the basis of the facetious claim that people of intellectual
interest and cultivated tastes are likely to have a lofty expanse of forehead.
Many bahuvrihis are somewhat disparaging in tone and are used chiefly in
informal style. They are formed on one or other of the patterns already de-
scribed. e.g: birdbrain, egghead, hardback, loudmouth, blockhead, butterfin-
gers, featherweight.

Ukrainian: meepoonobuii, kpugopyxuii.

4. Reduplicatives.

Some compounds have two or more constituents which are either identical
or only slightly different, e.g. goody-goody (a self-consciously virtuous per-
son, informal). The difference between the two constituents may be in the
initial consonants, as in walkie-talkie, or in the medial vowels, e.g. criss-cross.
Most of the reduplicatives are highly informal or familiar, and many belong to
the sphere of child-parent talk, e.g. din-din (dinner). The most common uses of
reduplicatives (sometimes called ‘jingles’) are:

e to imitate sounds, e.g. rat-a-tat [knocking on door], tick-tock [of clock],
ha-ha [of laughter], bow-wow [of dog].

e to suggest alternating movements, e.g. seesaw, flip-flop, ping- pong.
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e to disparage by suggesting instability, nonsense, insincerity,
vacillation(Barauus) etc.: higgledy-piggledy, hocus-pocus, wishy-washy, dilly-
dally, shilly-shally.

e to intensify, e.g. teeny-weeny, tip-top.

In connection with reduplication (Uk.: Tuxo-tmxo, nemp-ienp, AyMaB-
nymaB) Ukrainian linguists single out such compounds as:

e synonymic unities, e.g. nane-opame, cmeiCKu-00PINCKU, YACMO-2YCMO;

e semantic unities, e.g. 6amvKo-mamu, pyKu-Hozu, X1i6-citb, Oiou-
npaodiou;

e appositional unities, e.g. mawuna-amgiois, Oiguuna-cMyeIIHKA.

5. Seminar tasks and questions.

1. The notion of compound.

2. Compounds versus syntagmatic word combinations.

3. Structural types of compounds.

4. Semantic types of compounds.

5. Form of compounds: spelling peculiarities.

6. Endocentric versus exocentric compounds.

7. Relation of components. Bahuvrihi compounds.

8. Reduplicatives.

9. Approaches to contrastive analysis of noun-compounds.

10.Exercises:

1. Define the type of compound:

Get-at-able, undertaker, looking-glass, stay-at-home, bird’s-eye, butter-
fingers, frontbencher

2. Explain the compounds applying syntactic paraphrase or other-
wise. Translate the compound words into Ukrainian.

Nobleman, lady-killer, masterpiece, sunflower, bell-hop, horseradish,
red-handed
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6. Seminar library.

1. I'opnunuu B.O. CydacHa ykpaiHCbKa JiTepaTypHa MOBa: MopdeMika,
ci0BOTBIp, MopdoHooris. K.: «Buma mxomay, 1999. 207 c.

2. Mukumiok O. CydacHa yKpaiHChbKa MOBa: CaMOOYTHICTb, CHCTEMa, HOp-
Ma: HaB4. TociOHuK. JIpBiB: Bumasaunrso JIbBiBeskol momiTexniky, 2010. 440 c.

3. Cyuacna ykpaiucvka nimepamypua moea: TIIPYYHUK / 3a pen.
M. Imronr. K.: Buma mikona, 1994. 414 c.

4. Cyuacna ykpainceka moea: ninpy4ynuk / 3a pea. O.J1. [lonomapesa. K.:
JIn6igs, 2001. 400 c.

5. Arnold LV. The English Word. M.: «Beicmas mkomay, 1973. 303 c.

6. Bloomfield L. An introduction to the study of language. URL:
https://archive.org/details/introductiontost00bloo/page/n13

7. Potiatynyk U. All about Words: An Introduction to Modern English
Lexicology. JIesis: I[TAIC, 2014. 362 c.

8. Quirk R., Greenbaum S., Leech G., Svartvik J. Comprehensive
Grammar of the English Language. Longman, 1999. 1779 p.

7. Additional Resources: Part 5.

Read the following excerpts from the article
by Nigel Fabb on compounding taken from
“The Handbook of Morphology” / Eds. Andrew
Spencer and Arnold M. Zwicky. John Wiley &
Sons, Inc., 2017, and get ready to discuss the
principal ideas of the author cocerning
compounding.

Mode of access: http://www.ai.mit.edu/ pro-
jects/dm/bp/fabb-compounds.pdf

1. Overview

A compound is a word which consists of two or more words. For exam-
ple, the Malay compound mata-hari ‘sun’ is a word which consists of two
words: mata ‘eye’ and hari ‘day’. Compounds are subject to phonological
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and morphological processes, which may be specific to compounds or may
be shared with other structures, whether derived words or phrases; we
explore some of these, and their implications, in this chapter. The words in a
compound retain a meaning similar to their meaning as isolated words, but
with certain restrictions; for example, a noun in a compound will have a
generic rather than a referential function: as Downing puts it, not every man
who takes out the garbage is a garbage man.

1.1. Structure and interpretation.

The meaning of a compound is usually to some extent compositional,
though it is often not predictable. For example, popcorn is a kind of corn
which pops; once you know the meaning, it is possible to see how the parts
contribute to the whole — but if you do not know the meaning of the whole,
you are not certain to guess it by looking at the meaning of the parts. This lack
of predictability arises mainly from two characteristics of compounds:

(a) compounds are subject to processes of semantic drift, which can include
metonymy, so that a redhead is a person who has red hair;

(b) there are many possible semantic relations between the parts in a
compound, as between the parts in a sentence, but unlike a sentence, in a
compound, case, prepositions and structural position are not available to
clarify the semantic relation.

1.1.1. Endocentric and exocentric compounds. Compounds which have a
head are called ‘endocentric compounds’. A head of a compound has similar
characteristics to the head of a phrase: it represents the core meaning of the
constituent, and it is of the same word class. For example, in sneak-thief, thief
is the head (a sneak-thief is a kind of thief; thief and sneak-thief are both
nouns). Compounds without a head are called ‘exocentric compounds’ or
‘bahuvrihi compounds’ (the Sanskrit name). The distinction between
endocentric and exocentric compounds is sometimes a matter of interpretation,
and is often of little relevance; for example, whether you think greenhouse is
an endocentric or exocentric compound depends on whether you think it is a
kind of house. The major interest in the head of a compound relates to the fact
that where there is a clear head, its position seems to be constrained;
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endocentric compounds tend to have heads in a language systematically on
either the right (e.g. English) or left (e.g. Vietnamese, French).

1.1.2.  Co-ordinate compounds There is a third kind of compound, where
there is some reason to think of both words as equally sharing head-like
characteristics, as in student-prince (both a student and a prince); these are
called ‘appositional’ or ‘co-ordinate’ or ‘dvandva’ (the Sanskrit name)
compounds. Co-ordinate compounds can be a combination of synonyms
(example from Haitian): toro-béf (bull-cow) ‘male cow’ a combination of
antonyms (example from French): aigre-doux (sour-sweet) or a combination
of parallel things (example from Malayalam): acchanammamaalf (father-
mother-pl.) ‘parents’

1.1.3. The semantic relations between the parts The semantic relations
between the parts of a compound can often be understood in terms of
modification; this is true even for some exocentric compounds like redhead.
Modifier— modifiee relations are often found in compounds which resemble
equivalent phrases; this is true, for example, of English AN%N1 compounds
(XY%Z is to be interpreted as: [XY] is a compound of word class Z) and
many Mandarin compounds. It is not always the case, though; the French
compound est-allemand (East German) corresponds to a phrase allemand de
[’est (German from the East). In addition, many compounds manifest
relations which can be interpreted as predicator — argument relations, as
sunrise or pull-chain. Note that in pull-chain, chain can be interpreted as an
argument of pull, and at the same time pul/ can be interpreted as a modifier
of chain.

1.1.4. Transparency: interpretive and formal The transparency and
predictability of a compound are sometimes correlated with its structural
transparency. For example, in languages with two distinct types of compound
where one is more interpretively transparent than the other, the less interpretively
transparent type will often be subject to greater phonological or morphological
modification. A diachronic loss of transparency (both formal and interpretive)
can be seen in the process whereby a part of a compound becomes an affix, as in
the development of English -like as the second part of a compound to become the
derivational suffix -/y.
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1.2. Types of compound.

Accounts of compounds have divided them into classes. Some of these —
such as the exocentric, endocentric and appositional types, or the various
interpretive types (modifie—modifiee, complement—predicator, etc.) — are
widespread across languages. Then there are compound types which are
language- or languagefamily-specific, such as the Japanese postsyntactic
compounds, Hebrew construct state nominals, or Mandarin resultative verb
compounds. Other types of compounds are found intermittently; these include
synthetic compounds, incorporation compounds and reduplication compounds.

1.2.1. Synthetic (verbal) compounds The synthetic compound (also called
‘verbal compound’) is characterized by a co-occurrence of particular formal
characteristics with particular restrictions on interpretation. Not all languages
have synthetic compounds (e.g. English does, but French does not). The formal
characteristic is that a synthetic compound has as its head a derived word
consisting of a verb plus one of a set of affixes (many writers on English restrict
this to agentive -er, nominal and adjectival -ing, and the passive adjectival -en).
Thus the following are formally characterized as synthetic compounds: expert-
test-ed, checker-play-ing (as an adjective: a checker-playing king) window-clea-
ning (as a noun) meat-eat-er (There is some disagreement about whether other
affixes should also be included, so that slum-clear-ance for example would be a
synthetic compound).

1.2.2.  Incorporation compounds In some languages, incorporation words
resemble compounds: for example, both a verb and an incorporated noun may
exist as independent words. Even where the two parts may be independently
attested words, an incorporation word may differ from a compound in certain
ways. This includes phonological or morphological differences between
incorporated and free forms of a word. Another difference may distinguish
incorporation from compounding processes is that the incorporation of a word
may depend on its semantic class. For example, in Pawnee it is mainly body
part words which are incorporated, while various kinds of name are not (such
as personal names, kinship terms, names of particular species of tree, etc.).
It is possible that compounding is not restricted in this way; as we will see,
semantic restrictions on compounding tend to be in terms of the relation
between the parts rather than in terms of the individual meanings of the parts.
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1.2.3.  Repetition compounds Whole-word reduplication is sometimes
described as a compounding process, because each part of the resulting word
corresponds to an independently attested word. English examples of this type
of compound include words like higgledy-piggledy, hotchpotch, and so on.

1.3. Compounds which contain ‘bound words’.

In a prototypical compound, both parts are independently attested as
words. However, it is possible to find words which can be parsed into an
independently attested word plus another morpheme which is not an
independently attested word but also does not appear to be an affix. Here are
some examples from English (unattested part italicized): church-goer,
ironmonger, television, cranberry The part which is not attested as an isolated
word is sometimes found in other words as well; in some cases it may become
an attested word: for example, telly (= television). These parts fail to resemble
affixes morphologically (they are relatively unproductive compared to most
affixes), and there is no good evidence on phonological grounds for
considering them to be affixes. They are also unlike affixes semantically;
judging by their contribution to the word’s meaning, they have lexical rather
than grammatical meanings.

2. The structure of compounds.

One thing that is reasonably clear about the structure of compounds is that
they contain two words, and the distinctness of these two components is
visible to various rules. Other aspects of structure are not so obvious, however:
in the order of the parts regulated by rules 2.1, are their word classes visible to
any rules 2.2, and are three-word compounds hierarchically structured (2.3)?

2.1. Directionality.

A compound can be ‘directional’ in two senses. One sense involves the
position of the head: whether on the right or the left. The other sense involves
the direction of the relation between the parts of the compound: the direction
of modification in a noun—noun compound (e.g. in log cabin modification is
rightwards) or the direction of complementation in a verb-based compound
(e.g. in push-bike complementation is rightwards). Notice that the two senses
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of directionality can be independent, because a compound can have internal
modification or complementation without having a head: killjoy has no head,
but it does have a predicator — complement order. This is an important
descriptive issue; some accounts assume that a modifier — modifee or
predicator — argument relation inside a compound is itself evidence that part of
the compound is a head. To the extent that there are any useful claims about
directionality of the head to be made, it is probably best to focus on the
narrowest definition of head (which involves a semantic link between head
and whole).

2.1.1. The location of the head. In English, the head of an endocentric
word is on the right. In French, the head is on the left (as in bal masqué,
‘masked ball’). It has been argued that all true endocentric compounds are
right-headed, and that any left-headed compounds should be considered as
exceptions — for example, as phrases which have been reanalysed as words.
This is not a widely accepted account.

2.1.2. An argument about directionality and synthetic compounds. The
direction of relations inside a compound is responsible for determining
whether a language is able to have synthetic compounds. In a synthetic
compound, the non-head must modify the head, and be a complement of the
head. This means that the direction of modification must be opposite to the
direction of complementation: — modifies— meat-eater <«—takes as
complement — Because in English, the directions of complement taking and
modification are opposed, synthetic compounds are possible (the same is true
of Fon). In French and Haitian (a Fon—French creole), on the other hand, both
modification and complementation are leftward, and so the particular
conditions which allow a synthetic compound are absent — hence there are no
synthetic compounds in these languages.

2.2. The word classes of the component words.

Another question which must be asked about the structure of compounds is
whether the class of the component words is relevant, or whether word class is
lost when the words are formed into a compound. ‘Relevant” would mean, for
example, visibility of word class to a class-sensitive phonological or
morphological rule. Little attention has been focused on this question; clearly
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some compound-internal affixation rules are class-sensitive (but this might be
because they are added before the compound is formed). Most of the attention
to word class in a compound has focused on the attested word-class structures
of compounds in a language. For example, in Punjabi there are large numbers
of compounds involving a combination NN, AN, AA, NV and VV, but none
with a structure VA, and very few with a structure VN. Selkirk (1982)
suggests that these facts about a language are best expressed by compound-
specific rewriting rules analogous to phrasestructure rules. This approach has
been adopted by many people, and is useful as a descriptive device. However,
there are some fundamental differences between structure-building rules for
compounds and structure-building rules for phrases:

(a) There is no true equivalent of X-bar theory as a constraint on
compound-building rules. Most obviously, compounds need not have a head.
More generally, it is hard to find structural generalizations across compound
structures analogous to the generalizations expressed by X-bar theory for
phrases.

(b) Compound-building rules would rarely be recursive. In English, for
example, the only clearly recursive type is the NN%N combination.

(c) There is a problem about productivity. Phrase-structure rules are fully
productive; each rule can underlie an infinite number of phrases (partly
because of recursion). But some rules for building compounds are manifested
by very few actual compounds. Selkirk recognizes this, and distinguishes rule-
built compounds from non-rule-built compounds. Perhaps, though, there is an
alternative way of explaining the prevalence of certain compound types along
functional rather than formal lines. Thus, in English, the prevalence of NN%N
and AN%N types might be because of a functional need for compound nouns
before other word classes, and because these have a modifier— modifee
structure which is easily interpreted. This is a complex problem which requires
metatheoretical decisions about the place of functional considerations and the
meaning of productivity.

2.3. Subconstituency in three (or more) word compounds.
Where compounds consist of three or more words, the compound can
sometimes be interpreted by breaking it down into subconstituents. This is
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true, for example, of chicken-leg-dinner, which is interpreted by taking
chicken-leg as a subcompound within the larger compound. In some cases,
ambiguity arises from the possibility of two alternative groupings of words, as
in American history teacher (a history teacher who is American or a teacher of
American history). This fact about interpretation raises the question of whether
three-ormore-word compounds might perhaps have a subconstituent
(hierarchical) structure like a phrase (i.e. (b) or (¢) rather than the flat structure
(a)). (a) American history teacher (b) American history teacher (c) American
history teacher. It is not obvious that the interpretive facts alone demonstrate
the presence of a complex structure. The interpretive rules might simply pick
any pair of adjacent units and make them into a unit, taking a ‘syntactic’
structure like (a) and building a ‘semantic’ structure like (b) or (c). Compare
hierarchical phrase structure, which pre-exists any interpretive strategy, as can
be shown by the sensitivity of syntactic processes (such as binding theory) to
constituent structure. But compounds are relatively inert compared to syntactic
constituents (no movement, anaphoric coindexing, etc.), so it is harder to find
supporting evidence for complex constituent structure. As we will see, there is
some evidence in English from the stressing of four-word compounds that the
compound-specific stress rules are sensitive to a subconstituent structure, and
hence that such structure exists outside the interpretive component. .... Note
that some multiple-word compounds are not interpreted as having a
hierarchical structure; this is true particularly of dvandva compounds such as
the following from Tamil: vDra-tDra-cakaca®-ka(E (courage-bravery-
valour-pl.) ‘courage, bravery and valour’

2.3.1. Hierarchies which include non-word components. A three-member
compound need not contain three words. For example, a morpheme may
appear between two words in a compound or at one end of a compound. It has
been argued by a number of writers that in (English) synthetic compounds, the
suffix is a third constituent of the compound; synthetic compounds on this
analysis have a hierarchical structure such as [[meat-eat]-er].

3. The interpretation of compounds: interpretive gaps.

Extensive descriptive work has been undertaken on the semantic relations
holding between the components of English compounds. An interesting theme
that arises from some of this work is the possibility that there are certain gaps:
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semantic relations between the parts of a word which are possible in principle,
but are not attested in practice. In this section we look at two such gaps in
English compounds.

3.1. The missing goal.

One of the commonest kinds of compound in English is the NN%N type.
Many different relations can be interpreted as holding between the two members
of such a compound. The interesting question in these cases is whether any
relationships are not attested; in surveys of NN%N compounds, both Downing
(1977) and Warren (1978) found that while source (something moved away
from) was attested, goal (something moved towards) was only marginally
attested. Warren found only fourteen potential examples out of 3,994
compounds, and suggests that these may not even be true examples of ‘goal’
compounds. In her list of relations between the parts of nominal compounds,
Levi (1978) has ‘from’ (e.g. store-clothes) but not ‘to’. The same gap can be seen
in other compounds; for example, while we find VN%N compounds like print-
shop (a shop where printing takes place), there are no compounds like go-place
(meaning a place to which someone goes). This gap also appears in synthetic
compounds: heaven-sent can be interpreted only as sent from heaven, not sent to
heaven. Note that apparent goal compounds like church-goer actually mean
‘someone who attends church’ (not someone who moves towards church);
similarly, sea-going means ‘going on the sea’ (not to the sea).

3.2. Synthetic compounds in English: the absence of ‘subject’.

In a synthetic compound, the crucial interpretive restriction is that the
lefthand word (a noun, adverb or adjective) must be interpretable as a
complement of the right-hand word (and must not be interpretable as an
external argument or subject). In effect, synthetic compounds with -ing or -er
are like reversed active verb phrases with equivalent components (play
checkers > checker-playing), while synthetic compounds with passive -en are
like reversed passive verb phrases (tested by experts > expert tested). Synthetic
compounds thus differ from other compounds (sometimes called ‘root
compounds’); hence while *bird-singing is excluded, there is a compound bird-
song where the lefthand member is interpretable as the subject of the right-hand
member. Synthetic compounds are interesting because the rules for their
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interpretation seem to be related to rules for building the meaning of sentences
(e.g. the assignment of thematic roles to particular positions in a sentence,
depending on the active or passive nature of the verb).

3.3. Ways of explaining interpretive gaps.

Interpretive gaps in compounds could in principle be explained in one of
three ways:

(a) Constrain the compound-building rules to make them sensitive to
interpretation-relevant aspects such as thematic relations.The gaps exist
because there is no possibility of building synthetic compounds which have a
verb combined with a nonsubcategorized argument such as its subject. But
Roeper and Siegel’s approach (in particular) runs into a problem. Consider, for
example, the compound bird-singing. This cannot be built by the synthetic-
compound-building rule, because it combines the verb with a non-
subcategorized argument (its subject). But nothing stops it being built by an
alternative rule — the root-compoundbuilding rule, which takes two nouns and
combines them (bird + singing). This rule is not subject to thematic
constraints, as can be seen in subject-predicate compounds like sunrise.
So whatever rules out bird-singing as a root compound is clearly not
associated with the compound-building rules.

(b) Instead, it may be that the subject is ruled out by some filter which
looks at the compound, and if it has the structure of a synthetic compound,
applies certain constraints on interpretation to it. This would differentiate root
from synthetic compounds not in how they are built, but in their surface form.

(c) A third possible approach would be to explain interpretive gaps in
compounds in terms of general constraints on the possible meanings of a word.
Such an approach does not necessarily require that compoundinternal thematic
relations be specified, because these relations are not explicitly referred to.
This approach might provide an explanation of the ‘goal’ gap. Note that this
gap is found also in non-compound word formation: Hale and Keyser (1992)
point out that while there is a verb shelve, meaning ‘put on a shelf’, there is no
verb church, meaning ‘go to church’. It may be that a meaning of ‘movement
towards’ is incompatible with some aspect of possible word meaning. For
example, Downing (1977) comments that ‘unambiguously fortuitous or
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temporary relationships’ are ruled out in favour of generic or habitual
relationships. Perhaps ‘movement towards’ is ruled out in general because it is
not usually a generic or habitual relationship: in this light, it is interesting to
compare ‘source’ (movement from) with ‘goal’ (movement towards). The
source of something remains a stable and permanent property of that thing; the
goal of something is its goal only while it is travelling towards it.

4. Compounds and syntax.

In this section we look at some language (or language-family)-specific
compound types which have an internal structure open to syntactic
manipulation and visible to syntactic processes. Incorporation compounds are
a clear example, and synthetic compounds have also been argued to have such
a structure. There are two complicating factors when considering the
‘syntactic’ aspects of compounds. One is that compounds tend to have
relatively fixed meanings, so that it is difficult, for example, to modify them;
the question of syntax vs morphology may be irrelevant here. Thus, for
example, the ASL compound ‘blue-spot’ (= bruise) cannot be morphologically
modified to “*darkblue-spot’ (7= bad bruise); and the French compound
garde-malade (= nurse) cannot be syntactically modified to garde-bien-
malade (7= good nurse). The second problem relates to the possibility that
some compounds are the result of lexicalization of phrases. Thus, while in
English it is generally impossible to have the inside a compound, there is a
word middle of the road which looks like a compound but may best be
analysed as a lexicalized phrase; the same can be said for many French
compounds such as pomme-de-terre (= potato) or trompe-l’cil (= illusion),
both of which contain typically syntactic components, the preposition de or the
article 1’. Compounds containing and, such as foot-and-mouth disease may
perhaps be dealt with by claiming lexicalization of a phrase; or it may simply
be that coordination can involve parts of words with no syntactic implications.
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LECTURE 5. CONTRASTIVE STUDIES
OF SEMANTICS OF ENGLISH
AND UKRAINIAN WORDS:
METHODOLOGICAL ISSUES

The fifth lecture summarizes some ideas concerning the notion of mean-
ing in modern linguistic studies focusing on semiotic approach. The compa-
rability criterion and the notion of tertium comparationis in reference to the
contrastive studies of the semantic structure of words is discussed.

1. The study of meaning: semasiology and semantics.

2. Semiotics. Dimensions of semiosis in lexicological studies.

3. Comparability criterion: possible approaches to establishing tertia
comparationis in contrastive lexicology.

4. Seminar questions.

5. Seminar library.

6. Additional resources: Part 6.

Linguistics without meaning is meaningles
(Roman Jakobson)

1. The study of meaning: semasiology and semantics.

Long before linguistics existed as a discipline, thinkers had been speculating
about the nature of meaning. For thousands of years, this question has been
considered central to philosophy. Contributions to the studies of meaning have
come from a diverse group of scholars, ranging from Plato and Aristotle in
antiquity to Ludwig Wittgenstein in the twentieth century. In linguistics the
branch of the study concerned with the meaning of words is called semasiology
or semantics. The terms semasiology and semantics are often used indiscrimi-
nately as if synonymous. In case of semantics, however, there are several more
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meanings, e.g. the term pure semantics refers to a branch of symbolic or mathe-
matical logic originated by R. Carnap'.

For a very long period of time the study of meaning constituted part of phi-
losophy, logic, psychology, literary criticism and history of the language.
Semasiology came into its own in the 1830’s when a German scholar Christian
Karl Reisig (1972—-1829), lecturing in classical philology, suggested that the
studies of meaning should be regarded as an independent branch of
knowledge. Reisig’s lectures were published by his pupil F. Heerdegen in
1839 some years after Reisig’s death.

It was Michel Breal®, a Frenchman, who played a decisive part in the creation
and development of the new science. His book “Essai de semantique” (published
in Paris in 1897) became widely known and was followed by a considerable
number of investigations and monographs on meaning not only in France, but in
other countries as well. He proposed to investigate how it happens that words,
once created and endowed with a certain meaning, extend that meaning or
contract it, transfer it from one group of notions on to another, raise its value or
lower it. He believed that studying such changes constitutes semantics, i.e.
science of meaning. According to professor J. R. Firth® the English word for the
historical study of the change of meaning was semasiology, until in 1900 Breal’s
book (Essai de s'emantique) was published in English under the title of “Seman-
tics”. Nowadays the term semantics prevails and is used to denote the branch of
linguistics which specializes in the study of meaning of linguistic units on all
levels of language and language use. This term is widely accepted by a lot of
linguists and we consider it possible to use it for:

* the branch of linguistics which specializes in the study of meaning;

* the expressive aspect of language in general;

! Carnap Rudolf (1891-1970) — German-American philosopher. Was one of the most influential of
contemporary philosophers, is known as a founder of logical positivism and made important contri-
butions to logic, semantics, and the philosophy of science. His works include ,, Introduction to
Semantics” (1942).

> Michel Jules Alfred Bréal (1832—1915) was a French philologist, Professor of Comparative
Grammar at the Collége de France, and one of the founders of modern semantics.

3 John Rupert Firth (1890 —1960) was an English linguist, the first professor of general linguistics
in Great Britain. He was the originator of the London School of Linguistics and played important
role in the foundation of linguistics as an autonomous discipline. He is famous for his ideas on
phonology and the study of meaning.
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« the meaning of one particular word in all its varied aspects and nuances.

The definition of lexical meaning has been attempted more than once in
accordance with the main principles of different linguistic schools. However,
at present there is no universally accepted definition reflecting all the basic
characteristic features of meaning and being at the same time operational.
Thus, meaning is considered to be one of the most ambiguous and controver-
sial terms in the linguistic theory. This complex phenomenon has been studied
by many outstanding linguists [see Bibliography of linguistics papers dealing
with lexical semantics].

2. Semiotics. Dimensions of semiosis in lexicological studies.

Meaning is also studied in semiotics (or semiology) — the study of signs.
The Swiss linguist Ferdinand de Saussure defined this science, which he called
semiology, as the the study of “the life of signs within society.” In structuralist
tradition, that is the tradition of Saussure’s semiology, language is considered
as the sole key to the world of semiosis — the action of signs. Semiosis is
defined as the operation which, by setting up a relationship of reciprocal
presupposition between the signifier and the signified produces signs. Only
language gives structure to our perception of the world: nothing is distinct
before the appearance of language.

Another great semiotic project was developed by Charles Sanders Peirce’
who devoted himself to semeiotic, which would be the science of sciences, since
“the entire universe is perfused with signs if it is not composed exclusively of
signs”. For Pierce semiosis is the “intelligent or triadic action of sign”. The triad
consists of: the representamen as the signifying stimulus, the object represented
by the sign, the interpretant as the outcome of the sign in the mind of its inter-

* Charles Sanders Peirce (1839—1914) is the greatest American philosopher who is noted for his
work on the logic of relations and on pragmatism as a method of research. Logic in its widest sense
he identified with semiotics, the general theory of signs. Alongside Ferdinand de Saussure Peirce is
one of the founders of semiotics but in contrast to Saussure’s concept of the sign, which refers
exclusively and formally to language, so that essential impulses for linguistics arose from it, Peirce’s
Semiotic, is the general account of signification, representation, reference and meaning. His account
is distinctive and innovative for its breadth and complexity.
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preter [Commens dictionary] (Fig. 5.1). Semiosis is any form of activity, con-
duct, or process that involves signs, including the production of meaning. We
will try to apply different dimensions of semiosis to the contrastive studies of
lexical meaning.

In 1938 Charles William Morris (1901-1979) published Foundations of the
Theory of Signs [Morris] where he suggested three dimensions of semiosis:

 syntactical — deals with combinations of signs without regard for their
specific significations;

+ semantical — deals with the signification of signs in all modes of signifying;

+ pragmatical — deals with effects of signs on the interpreter.

* These dimensions can be modified applying the notion of interpretant
(see the article by N.Andreichuk in Additional resources). It has never been
argued that word is a SIGN, thus Word possesses CODE dimension; INFOR-
MATIONAL dimension and CULTURAL dimension. Actually, these dimen-
sions of the word make the object of Lexicology.

\ﬁfa‘*" interpretant

representamen abject

Fig. 5.1. Semiosis in Ch. Pierce’s view

In contrastive lexicology the ultimate goal of the studies of the code
dimension of semiosis is to discover similarities and differences between
lexical units through the analysis of actual realization of the chosen universal
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property referring to word-formation in English and Ukrainian which we have
already discussed.

The ultimate goal of the studies of the informational dimension of semio-
sis is to discover similarities and differences between lexical units through the
analysis of actual realization of the chosen universal property referring to
meaning in English and Ukrainian.

The ultimate goal of the studies of the cultural dimension of semiosis is to
discover similarities and differences in the actualization of conceptual features
of mental models underlying processes of creating lingual objects in different
languages which are determined by culture.

3. Comparability criterion: possible approaches to establishing tertia
comparationis in contrastive lexicology.

Tertium comparationis has to be established prior to any analysis and as-
sumes defining the relations of equivalence, similarity and difference in the
observed languages. It is an overall platform of reference which enables the
comparison to be performed. Tertium comparationis presents the actual
realization of that universal feature (an essential or indispensable element,
condition, or ingredient) in the two languages which the contrastivist is inter-
ested in. Tertium comparationis, which enables the comparison to be per-
formed, is a background of sameness, and the sine qua non for any justifiable,
systematic study of contrasts. Tertia comparationis in contrastive lexicological
studies depend on the approach selected (Fig. 5.2.)

As it has been stated previousy, tertium comparationis assumes defining
the relations of equivalence, similarity and difference in the lexical units of
the observed languages on three levels: code dimension, informational dimen-
sion and cultural dimension.

In this lecture course we accept the semiotic approach to meaning and
identify it with semiosis — the action of signs, that is inseparable unity of
representamen, object and interpretant (see Pierce’s triangle in Fig. 5.1). The
informational dimension of semiosis presupposes that the the meaning of the
word is studied through the prism of the relation between the interpretant and
the object established by the interpreter via representamen.
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Fig. 5.2. Possible approaches and tertia comparationis
in contrastive lexicology

The analysis of different possible contexts in which the representamen is
encountered, makes it possible to bring to light all the nuances of the relations
between the object and the interpretant and to discover what is traditionally
called the notional nucleus of meaning (“objective”, “nominative”, “repre-
sentative”, “factual”, components of meaning) abstracted from stylistic,
pragmatic, modal, emotional, subjective, communicative and other shades.
The emotional content of the word i.e. its capacity to evoke or directly express
emotions is rendered by connotative component of meaning (also called
emotive charge or intentional connotations). This content is studied at the
cultural level of semiosis (cultural interpretant).

When linguists contrast the meaning of words in a language, they can be
interested in characterizing the notional interpretant, cultural interpretant
or both of verbal signs. Notional interpretant covers those basic, essential
components of meaning which are conveyed by the literal use of a word. Some
of the basic components of a word like needle in English might include “thin,
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sharp, steel, instrument”. These components would be part of the denotative
meaning of needle. However, you may have “associations”, or “connotations”,
attached to a word like needle which lead you to think of” “painful” whenever
you encounter the word. This “association” is not treated as part of the denota-
tive meaning of needle. In a similar way you may associate the expression
low-calorie, when used to describe a product, with “good for you”, but we
would not want to include this association within the basic denotative meaning
of the expression. Poets and advertisers are of course, very interested in using
terms in such a way that their associative meanings are evoked, and some
linguists do investigate this aspect of language use. In contrastive lexicology
we may be interested in characterizing what constitutes the denotative mean-
ing of words in both languages (informational dimension of semiosis) as well
as any components which add to the denotative meaning (cultural dimension).

Applying feature approach (see Fig. 5.2) presupposes that semantic com-
ponents are revealed and organized in the process of componental analysis
which is used for a detailed comparison of meaning in two languages. The
results of the analysis based on this approach can provide a more adequate
basis for translational equivalences as it explains semantic transpositions of
words, figurative extension in particular and facilitates judging of the semantic
compatibility as an important feature of style.

“Feature approach” to contrastive analysis can be accepted for all the
three dimensions of semiosis. When we research the code dimension ‘“the
feature” that serves as Tertium comparationis refers to the formal structure of
words, in case of informational dimension — the semantic component of the
semantic structure of words and for the cultural dimension — the conceptual
component of mental models underlying processes of creating lingual objects
in different languages. For example:

e Code dimension: means of expressing gender. Tertium comparationis:
derivational suffixes.

e Informational dimension: verbs rendering speech activity. In this case
Tertium comparationis for comparing systems of verbs in English and in
Ukrainian is their common feature — the projection on the invariant denota-
tum and microdenotata, e.g. in Ukrainian: xazamu, npomosismu,
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npoxasyeamu, uMosiamu, oOarakamu, Mmosumu, (3acm.) nosgioamu,
npopixamu, (8ynve.) easkamu, msaemu, mASHYmMu (NOGIIbHO, NPOMAICHO),
(po3m.) yioumu, pybamu, suyiodxncygamu, KapoOyeamu, YeKanumu, 2apiamu
(cepoumo, Hesd0s80NeHO), sudyuyeamu, sumuckamu (i3 cebe, uepes cuny),
xpunimu, xaunamu, cuvamu, wunimu and others; in English: fo say, to tell,
to communicate, to inform, to blab out, to proclaim, to announce, to dispute,
to negotiate, to report, to declare, to comment, to slander, to stag, to nark,
to retell, to interpret, to broadcast, to repeat, to explain, to sort, to joke, to
whisper and others. Each of the verbs in both languages renders the action
performed by different objects (persons) and each of these lexemes, naming
the corresponding denotata (microdenotata) has certain shades of meaning.
Compare Ukr.: npomogramu and euyioscyseamu (IPOMOBISATH HEOXOde,
Henoano); Eng.: to pronounce and to whisper (to inform someone secretly)
(for more examples see [IBanumbka)).

e Cultural dimension: means of expressing evaluative attitude. Possible
tertium comparationis: the lexical choice of news reporting accidents in
Ukrainian and English papers. By analyzing the difference of the word choice,
the contrastivist can reveal the hidden ideologies in the news discourse covert-
ly implied and discover differences in the representation of the same event in
vastly different ways through the particular uses of lexicon that reflect differ-
ent cultural standpoints.

So, how would a semantic approach help us to understand something about
the nature of contrasted languages?

In this lecture course it is claimed that the main objects of contrastive
semantic studies in lexicology are the following:

® to compare and contrast semantic structures of separate words and their
development including causes and classification of the latter (feature ap-
proach);

® to compare and contrast semantic grouping and relationships in vocabu-
lary systems i.e. synonyms, antonyms, terminological systems etc. (field
approach);

® to compare and contrast mental models underlying processes of inter-
preting words (concept approach).
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4. Seminar tasks and questions.

1. Semasiology versus semantics: terminological difference.

2. Peirce’s semiotic ideas.

3. Comment on the notion of interpretant and dimensions of semiosis.
Make use of Additional resources.

4. The notion of tertium comparationis.

5. Approaches to establishing tertia comparationis in contrastive lexi-
cology.

5. Seminar library.

1. Iéanuyvxa H.b. JIBoOiuHMII 3iCTAaBHUHN aHAIi3 YKPATHCHKOI Ta aHTIIINCh-
KOi Mi€CTiBHUX CHUCTEM: METOIWKa TpoBeleHHs. Haykosi npayi. Dinonoecis.
Moegoznascmeo. 2013. Bunyck 204. T. 216. C. 40-43.

2. Bibliography of linguistics papers dealing with lexical semantics. URL:
https://dingo.sbs.arizona.edu/~hharley/courses/522/522Spring1999/LexSem
Biblio.html

3.The Commens Dictionary: Peirce’s Terms in His Own Words /
ed. by M. Bergman & S. Paavola. URL: http://www.commens.org/dictionary

4. Morris Ch. Foundations of the Theory of Signs. International Encyclo-
pedia of Unified Science. Chicago: University of Chicago Press, 1938. Volume
1, Number 2. P. 1-59.

5. Morris Ch. Writings on the General Theory of Signs. The Hague &
Paris: Mouton, 1971. 486 p.
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6. Additional Resources: Part 6.

Read the article by Nadiia Andreichuk on the
dimensions of semiosis taken from: Inozemna
¢pinosoria. YkpaiHcbkHil HaykoBHHl  30ipHMK.
JIsBiB: JIbBiBCchbKHMIl HalioHaJBLHMI YHIBepcuUTeT
iMmeni IBanma @panka, 2018. Bumyck 131.
C.7-15.

THE POTENTIAL OF INTERPRETANT FOR DEFINING
LEVELS AND DIMENSIONS OF SEMIOSIS

This paper attempts to explore some potential contributions of
Ch. W. Morris’ ideas on semiosis to the development of semiotic theory. Pro-
ceeding from the conviction that semiotic study, following Peirce, actually
consists in analyzing the sign’s action, i.e. semiosis, the author exposes the views
of Ch. Morris on the latter and tries to provide evidence that some of his ideas
concerning the dimensions of semiosis can be viewed with reservation. It is
claimed that the starting point for determining such dimensions is the interpretant
— the integral element of sign and the outset of semiotic inference. The triadic
nature of interpretant is substantiated and three types of interpretants — primary,
notional and cultural — are singled out. It is brought to light that each type of the
interpretant “works” on a different level of semiosis: perceptive, informational
and evaluative, correspondingly. The correlation of interpretants and levels of
semiosis is extended to establishing relations between interpretants and objects.
The analysis of these relations on different levels leads to the substantiation of
three dimensions of semiosis: code, informational, and cultural.

Key words: Ch. Pierce, Ch. Morris, sign, semiosis, interpretant, object,
levels of semiosis, dimensions of semiosis
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Semiosis explains itself by itself: this continual circularity
is the normal condition of signification (U. Eco)

Introduction

Modern semiotics as a meta-science has influenced, through its methods
and applications, almost every field in the humanities and sciences. Its current
understanding was shaped in the works of three scholars: Ferdinand de Saus-
sure (1857-1913), Charles Sanders Peirce (1839-1914) and Charles William
Morris (1901 — 1979). In this paper we mostly focus on Morris’ semiotics and
his ideas concerning dimensions of semiosis.

The semiotic study, following Peirce, actually consists in analyzing the sign’s
action, i.e. what Peirce calls semiosis or semeiosy.” He uses both forms of the term
in his article “Pragmatism” written in 1907. Here Pierce writes about “semiosis” or
“semeiosy” as action of a sign™ and provides the following explanation:

“It is important to understand what I mean by semiosis. All dynamical ac-
tion, or action of brute force, physical or psychical, either takes place between
two subjects [whether they react equally upon each other, or one is agent and
the other patient, entirely or partially] or at any rate is a resultant of such
actions between pairs. But by “semiosis” [ mean, on the contrary, an action,
or influence, which is, or involves, a cooperation of three subjects, such as a
sign, its object, and its interpretant, this tri-relative influence not being in any
way resolvable into actions between pairs” [12].

In the same article Pierce introduces the term semeiosy to speak about the
“action of sign” having a “triadic character”. Defining semiosis as the action
of the three relata, Pierce emphasizes that signs acquire more meaning through
their own activity and that dynamicity of semiosis is a crucial feature of this
semiotic activity. The word “semiosis” was borrowed by Pierce from the
Epicurean philosopher Philodemus®; according to Pierce, it is an experience

’ Here and further in this text highlighting in bold type is done by the author of this article.

% Philodemus of Gadara (ca. 110 — ca. 30 BC) was an Epicurean philosopher and epigrammatist who
studied in the Epicurean school at Athens led by Zeno of Sidon. Philodemus was under the influence of
Epicurus who was, perhaps, the originator of the Hellenistic debates over the nature and existence of a

‘criterion of truth’, which allows us to separate true from doubtful or false beliefs. This debate,
conducted by both philosophers and medical writers, also concerned methods of proof and
sign-inference to extend knowledge beyond our immediate perceptions [2]. For more details on
Epicurean sign-inference (sémeioseon) in Philodemus see [1, p. 194-241].
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which everyone has at every moment of life. To explain this experience, we
need a special theory which he calls semiotics, adding that it is another name
for logic:

“Logic, in its general sense, is, as I believe 1 have shown, only another
name for semiotic (onuewwtikn), the quasi-necessary, or formal, doctrine of
signs” [5].

A few years later Pierce specified that:

“...the one sole way to success in logic is to regard it as a science of signs;
and | defined it in 1867 as the theory of the relation of symbols to their ob-
jects. Further experience has convinced me that the best plan is to consider
logic as embracing more than that, and the general theory of signs of all kinds,
not merely in their relation to their objects but in every way. This way of
looking upon logic is the one salvation for the science” [5].

No introduction to the Peircean science of signs, however brief, will fail to
mention that the sign is a triadic relation and that it can be defined as
something that stands for something else (its object) for something third (its
interpretant), or alternatively as something that mediates between its object
and its interpretant. Peirce adopted the term “object” from the 13th century
scholastic terminology, where “objectum” meant “a creation of the mind in its
reaction with a more or less real something [...] upon which cognition is
directed” (cit. from [8, p. 29-30]).

The most obvious mark of a sign is its structure, which distinguishes it
from monadic and dyadic relations. Pierce differentiates between signaction
(semiosis) and sign-representamen which is the point of departure of semiotic
inference. This led him to use “sign” when speaking of the sign in action and
“representamen” when analyzing the constituent elements of semiosis. These
constituents are the representamen, the interpretant and the object, which he
calls the “Immediate Object” within semiosis in order to discriminate the
object outside semiosis which he calls the “Dynamical Object”:

“...every sign has two objects. It has that object which it represents
itself to have, its Immediate Object, which has no other being than that of
being represented to be, a mere Representative Being, or as the Kantian logi-
cians used to say a merely Objective Being; and on the other hand there is the
Real Object which has really determined the sign [,] which I usually call the
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Dynamical Object, and which alone strictly conforms to the definition of the
Object” [4].

In letters to Lady Welby, he uses a different term explaining the difference
between two objects:

“As to the Object of a Sign, it is to be observed that the Sign not only real-
ly is determined by its Object, — that is, for example, the name Charlemagne is
in correspondence with the historic Emperor who lived in the [Xth century, or
the name Othello is fitted to that Moorish general whom Shakespeare imag-
ined, or the name “the Ghost in Hamlet” is fitted to that ghost of an ancient
King of Denmark that Shakespeare imagined that Prince Hamlet either imag-
ined or really saw, — but in addition, the Sign may be said to pose as a repre-
sentative of its Object, that is, suggests an Idea of the Object which is distin-
guishable from the Object in its own Being. The former I term the Dynamoid
Object (for 1 want the word “genuine” to express something different); the
latter the Immediate Object (a well-established term of logic.) Each of these
may have either of the three Modalities of Being, the former in itself, the latter
in representation” (1908, Letters to Lady Welby) [4].

Thus, Peircean logic assumes that all knowledge is obtained from triadic
sign action of pointing to an external world — however, not to real objects but
to semiotic objects as they are represented by signs which point to our phe-
nomenal world. The followers of Pierce’s ideas believe that “semiotic logic
leads us to a new methodology, an integrated methodology for inquiry invol-
ving the unification of science and phenomenology” [10].

Theoretical Background. It was the great ambassador, Charles Morris,
who foresaw more of the universal possibility and potential of semiosis for the
science of semiotics. In his “Foundations of the Theory of Signs” (1938)" he
discusses what he calls “dimensions of semiosis” (syntactical, semantical and
pragmatical) and states that semiotics as the study of semiosis can be divided
into three interrelated disciplines: (1) syntactics (studies the methods by which

7 A collection of Morris’s most important writings on semiotics and the philosophy of language,
entitled “Writings on the General Theory of Signs,” was published in 1971 [7]. Part one consists of
“Foundations of the Theory of Signs” (1938), Part two consists of “Sign, Language and Behavior”
(1946) and Part three (“Five Semiotical Studies”) consists of the first chapter of “Signification and
Significance” (1964) and four other studies: “Esthetics and the theory of Signs”, “Signs about Signs
about Signs”, “Mysticism and its Language and Man Cosmos Symbols”.
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signs may be combined to form compound signs); (2) semantics (the study of
the signification of signs) and (3) pragmatics (the study of the origins, uses and
effects of signs). The basic relation of the latter sciences to semiotic is variously
indicated by the terms “component discipline” [6, p. 52], “discipline (of)”
[6, p. 52], “component” [6, p. 53], “subscience” [6, p. 53], “subordinate sci-
ence” [6, p. 8], “subordinate branch” [6, p. 8], and “branch” [6, p.13]. For my
further presentation I choose “(is a) subdiscipline (of)” as a representative term.
These subdisciplines can nowadays be found in any textbook on linguistics.

Morris defines semiosis as “the process in which something functions as a
sign’:

“The process in which something functions as a sign may be called semi-
osis. This process in a tradition which goes back to Greeks, has commonly been
regarded as involving three (or four) factors: that which acts as a sign, that
which the sign refers to, and that effect on some interpreter in virtue of which
the thing in question is a sign to that interpreter. These three components in
semiosis may be called, respectively, the sign vehicle, the designatum and the
interpretant; the interpreter may be included as a fourth factor” [6, p. 3].

For Morris the sign vehicle becomes a sign because it is interpreted as a
sign of something by its interpreter. He emphasizes that four components
involve one another and are ways of referring to the process of semiosis, and
something can become a sign “only because it is interpreted as a sign of
something by some interpreter” [6, p. 4]. The properties of being a sign, a
designatum, an interpreter or an interpretant are relational properties which
things take on by participating in a functional process of semiosis.

To describe the process of semiosis, Morris uses a rather vague term medi-
ated-taking-account-of [6, p. 4]. An interpreter mediately takes account of
something, and interpretant which is evoked by something functioning as a
sign is explained as faking-account-of-something. As the notion of interpretant
is the key one for this research, it should be mentioned that Morris treats this
notion differently in different parts of his work: a) “the effect on some inter-
preter in virtue of which the thing in question is a sign to that interpreter”
[6, p. 3]; b) “a-taking-account-of-something in so far as it is evoked by some-
thing functioning as a sign” [6, p. 4]; c) “the habit in virtue of which sign
vehicle can be said to designate certain kinds of objects or situations; as the
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method of determining the set of objects the sign in question designates, it is
not itself a member of that set” [6, p. 34]; d) “part of the conduct of the indi-
vidual” [6, p. 39]. One cannot but agree that the interpretation of the phrase
“taking account of” is behavioristic® and not sufficient for a complete study of
semiosis.

Actually, in developing the ideas concerning the triadic relations of semi-
osis, Morris indicates three components: sign vehicle, designatum and inter-
preter, completely omitting the interpretant. Suggesting the dimensions’ of
semiosis, which made his theory so famous, Morris describes dyadic relations
between the three correlates: 1) the formal relation of signs to other signs
(syntactic dimension); 2) relation of signs to objects that is to what they denote
(semantic dimension); 3) the relation of signs to interpreters (pragmatic di-
mension) [6, p. 6]. These dimensions may be viewed with certain reservation.
Firstly, the first dimension refers to the sign vehicle while the second and the
third — to the whole sign. Secondly, the sign vehicle does not provide any
information about the object without the interpretant. Thirdly, the third dimen-
sion calls for stricter definition of the interpreter which should include the
sender and the receiver of signs. Morris does not differentiate between them.

To describe functional characteristics of signs from the point of view of
semiosis, Morris suggests such terms: syntactics “implicates”, semantics
“designates” or “denotes” and pragmatics “expresses” [6, p. 7]. By the
example of ‘table’ he explains that this sign: 1) implicates (but does not
designate) ‘furniture with a horizontal top on which things may be placed;
2) designates a certain type of object and denotes objects to which it is appli-
cable and 3) expesses its interpreter. This example testifies to the fact that to
describe semantics Morris actually uses terms which characterize the function
of the sign vehicle to denote objects and not to provide their interpretation.
Semantics does not deal with the relation of signs to objects and considers

8 Behavioristic here refers to a psychological approach which emphasizes scientific and objective
methods of investigation. The approach is only concerned with observable stimulus-response
behaviors, and states that all behaviors are learned through interaction with the environment.

? The term dimension in this context is not used in its primary meaning of a measurable extent of a
particular kind, such as length, breadth, depth, or height, but is a synonym of coordinate or parame-
ter. In this paper it is defined as a certain amount of significant parameters, which are crucial for the
existence of an object and can provide its comprehensive description.
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only the relation of signs to their designata. However, on the same page he
writes that semantic rules correlate sign vehicles with their objects providing
no explanation of how this correlation occurs.

Results and Discussion. The principal goal of this research is to sub-
stantiate the conviction that dimensions of semiosis (defined as the action of
sign) should be based primarily on the interpretant which is triadic (Fig. 1).
For example, when we approach a fruit stand on the street and see an adver-
tisement for strawberries (primary interpretant) we connect this advertise-
ment with a basket of bright red strawberries on the stand (notional interpre-
tant). If we have in mind to bake a strawberry pie, then the ad signifies for
us that we have reached a destination where we may purchase strawberries
to bake a pie (cultural interpretant). If we are allergic to strawberries and
pass by the same ad and basket of strawberries, we will perhaps quicken our
step or reach for an allergy medication.

primary ¢ interpretant that leads to the immediate
interpretant | object
.

notional |« interpretant that leads to the
interpretant | dynamical object

interpretant | value

cultural + interpretant that leads to the cultural ]

Fig. 1. Triadic nature of interpretant

Proceeding from the suggested triadic nature of the interpretant, I will make
an attempt to revise Morris’ dimensions of semiosis. First of all, it should be
noted that semiosis generates the interpretant. It is the agency of the sign itself
rather than the agency of an interpreter. An interpreter’s interpretation can be
regarded as the perception of the meaning exhibited by the sign itself through
the interpretants it generates. Joseph Ransdell argues that meaning creation and
change “is never due solely or primarily to what we do: man proposes but the
sign disposes” [11]. Thus, the process of semiosis is self-governing: the sign has
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a power of generating interpretants. However, as it is something that actually
occurs or exists (sign vehicle), the dimension of the relation of the interpretant
and sign vehicle can be called the code dimension of semiosis, since primarily
the interpreter perceives the sign vehicle as a unit of code. Semioticians state
that all intelligibility depends upon codes, and code in this context is used to
designate the set of systemically organized signs and rules of their combining.

Code dimension does not correspond to syntactical dimension as defined
by Morris. He views syntactics as “the consideration of signs and sign combi-
nations in so far as they are subject to syntactical rules” [6, p. 14]. His syntac-
tics does not treat qualities of sign vehicles but only their syntactical relations.
In the article published by Curt Ducasse in 1942, the latter criticizes Morris for
the fact that subordination to rules of formation and transformation of signs
are crucial for his syntactics and whether the objects formed and transformed
are signs beyond those rules is of no importance [3, p. 50]. Code dimension, as
suggested in this article, refers to the study of the nature of sign vehicles and
codes which they belong to.

The second dimension of semiosis is shaped through the relation of sign
vehicle and notional interpretant. The sign vehicle determines notional inter-
pretant and represents designatum. Terms ‘determination’ and ‘representation’
are used as advanced by Richard Parmentier who, commenting on Pierce’s
ideas on the nature of sign, writes that vector of representation is directed from
the sign and interpretant to the object and vector of determination — from the
object to sign and interpretant, and these are “two opposed yet interlocking
vectors involved in semiosis” [9, p. 4]. If these vectors are brought into proper
relations, then knowledge of objects through signs is possible.

Notional interpretant provides the connection of identified object with the
dynamical object. The suggested definition makes this interpretant close to
“concept” as used in modern lingual-and-cultural studies which are directed at
the elucidation of the lingual picture of the world. The researchers in the field
proceed from the idea that human consciousness is realized in the meanings of
lingual units which are formed by the interaction of mental and sensual com-
ponents [13]. In the semiotic framework, the concept is defined as a synthesiz-
ing linguomental entity, as a “unit of thought, which is fixed by a language
sign for the purpose of communication” [14, p. 8].
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It is claimed in this article that concept is a part of sign and correlates with
the notional interpretant for the dynamical object. This makes possible to
single out two basic characteristics of the latter: 1) mental nature (is localized
in the consciousness and is a mental projection of an object); 2) affiliation to
knowledge as a set of relatively stable, objective and collective notional
interpretants. Since knowledge is turned into information in the process of
transference, it is suggested to call the second dimension of the action of sign
as informational dimension of semiosis.

The third dimension of semiosis is associated with cultural interpretant
reflecting the evaluative ideas of interpreters. This dimension correlates with
Morris’ pragmatic rules, but is interpreted in the broader context: the connec-
tion of mentality and culture as a “special way of organizing and developing
life activities” [15, c. 292] and the relationship with the system of evaluations
and values in the mind of the interpreter. Thus, the triadic nature of the inter-
pretant forms the basis for singling out the dimensions of semiosis which are
associated with levels and tasks of its analysis (Fig. 2).

' NS ™ /' \ ' N ( \
LEVEL DIMENSION TASKS OF
INTERPRETANT EXAMPLE
OF SEMIOSIS OF SEMIOSIS RESEARCH
{
nature and the pilot sees
- . structure of the ray of light
primary perceptive o sign vehicle =
A
recognizesthe
i
nature of ||_ght of the
notional referential informational signification lighthouse
- realizesthe
nature of sign danger and
) as asignal in h h
cultural evaluative changeste
the space of course of the
culture ship
“ J\ N\ AN A ’j

Fig. 2. The potential of interpretant in the field of semiosic studies
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Conclusions. Thus, the singling out of code, informational and cultural
dimensions of semiosis can modify the ideology of semiotic research as it seeks
an explanation of (a) the nature and structure of signs, (b) the nature of signifi-
cation and (c) the nature of signs as signals in the space of culture — through the
notion of interpretant. Understanding the nature of the latter is considered to be
crucial for better understanding of semiosis and can become a starting point to
develop a theory of semiosis that can illuminate the ensemble of processes that
usually fall under the headings of language, culture, and mind.
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LECTURE 6. CONTRASTIVE ANALYSIS
OF SEMANTICS OF ENGLISH
AND UKRAINIAN WORDS:
FEATURE APPROACH

This lecture provides some insights to bear on the semantic change of
words and types of such change as well as the contrastive analysis of the
development of the semantic structure of English and Ukrainian words
conditioned by different semantic processes.

The nature of semantic change.

Types of semantic change.

Processes involved in changes of the semantic structure of words.
Seminar questions.

Seminar library.

Additional resources: Part 7.

SANMAE S

...continuous change is an essential or necessary attribute of

natural languages. This claim would mean that natural

languages have at least one attribute (or a combination of attributes)
from which their continuous change follows with logical necessity (Rudi
Keller).

1. The nature of semantic change.

As it has been mentioned previously, lexical semantics is a subdivision of
lexicological studies which is concerned with the systematic study of word
meanings. Descriptively speaking, the main topics studied within lexical
semantics involve either the internal semantic structure of words, or the
semantic relations that occur within the vocabulary, or issues of cognitive
semantics. In contrastive lexicology this differentiation brought to life three
methodological approaches to contrastive research: feature, field and concept
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approaches. The concern of this lecture is to discuss the first topic and to
demonstrate how feature approach can be applied to contrastive studies of the
semantic change in English and Ukrainian words. This presupposes that we
will try to find answers to two most fundamental questions addressed by
lexical semanticists:

(a) how to describe the meanings of words, and

(b) how to account for the variability of changes in meaning. These two are
necessarily connected, since an adequate description of meaning must be able
to support our account of variation and our ability to interpret it. The study of
semantic variation leads in two directions: on the one hand, to the processes of
selection from a range of permanently available possibilities; and on the other
hand, to the creation of new senses from old, by such means as, for example,
metaphor and metonymy, in response to contextual pressure. An understand-
ing of synchronic variation of meaning (variation observable at any one time
in a language) is essential to an understanding of diachronic change (change
over time). The latter observations are the seeds of etymology, the study of the
history of words. Over longer stretches of time, such changes become very
obvious. Words seem to shift around: some narrow in meaning such as English
queen which earlier meant woman, wife but now means wife of a king. Others
become more general, while still others shift to take on new sense or disappear
altogether. Words are borrowed from language to language. The study of such
processes is now part of historical semantics.

Another motivation for the study of word meaning comes from dictionary
writers as they try to establish meaning correspondences between words in
different languages, or in monolingual dictionaries, seek to provide defini-
tions for all the words of a language in terms of a simple core vocabulary. In
lexicology, similarities and differences in word meaning are a central con-
cern. In contrastive lexicology one of the tasks of contrastivists is to find out
similarities and differences in the processes of changes which occur in word
semantics. To solve this task, the researches apply the “feature approach”,
i.e. start with selecting features of the semantic structure of words as Tertium
comparationis.

The alteration of meaning (understood as the set of semantic features) occurs
because words are constantly used in different senses and these senses are not
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exactly the same each time. When new senses are shared by speech community
and become established in usage a semantic change has occurred.

In his book “On language change. The invisible hand in language” [Rudi
Keller 1994] Rudi Keller writes that when our primary interest in regard to
semantic change is the meaning of words, we may say that the meaning of a
word is its conventional use, or the rule of its use. Thus to trace changes in a
word’s meaning, we have to find out how and why the rules of use for the
word changed. Changes in meaning are as common as changes in form. Like
the latter they can be internally or externally motivated. Semantic changes are
externally motivated when:

a) changes in social life of a community result in the necessity to find nomi-
nations for new objects or phenomena, for example, computer, spaceship,
epuenst, Paoa (Bepxoena paoa) and others. Quite commonly new nominations
are borrowed, for example, comparatively new borrowings from the English
language in present-day Ukrainian are mewnedswcmenm, mapkemune, bapmep,
iMniumenm, iHmepHem, Kiin, cKawep, cep@ine, 8aneonocis, panm, oQuiopHull,
npoeaiidep, mpacm, nabnricumi, mpenine, @picmain, 600i welniue,
nayepaigpmune, pimuec, KikOOKcuHe, niellmelxep, mon-uioy, namnepcu, 0703,
pexem, oghic/oghicnuii, pempo, cepgic, ayoum, cmitbHUKO8UI 38'5130K, MOOLIbHUL
meneoH, i-metin, cambyprep, uizoyprep;

b) the existing objects or phenomena are modified thus the meaning of exist-
ing nominations is changed to correspond to modifications, for example, the
word car from Latin ‘carrus’ which meant ‘a four-wheeled wagon’, but now it
denotes ‘a motor-car’, ‘a railway carriage’. Other examples: seneni (amep.
doaapu), wKypa (wkipsna —kypmka), bywoei cmecenys  (cmezcenys
AMEPUKAHCHKUX OPOLLIepis), KpasuyuKka (6epmuKaibHUl/1e2eHbKUll O80KOIICHUL
8I30K), Kyum0803 (Oinbuiuti i MiyHiWUL OBOKONICHULL 6ePMUKATIGHULL GI30K MUMNY
mayku), NOnca (AMepuKancoKi Yu iHuli ecmpaori niCHi HU3bKOL SIKOCMi), cmpeyi
(8ysbri Oiguaui wmanu), Kanpi (0i6oul WMAHU-KIbOWL 13 PO3PI30OM YHU3Y),
Gpumop (cmadicenns), MOHOIATL (C8IMOBULL YeMnioHam), 8i3axic (KOCMemuyHuLL
i Xy00orcHill 002150 3a 00IUYYAM).

New senses are created by speech communities and therefore the number
of semantic features (semes) which make the basis of senses may change. New
semes may be added or dropped out or the semes may be rearranged in the
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semantic structure. For example, in English: Old English feeger — ‘fit, suita-
ble’, Modern English fair came to mean ‘pleasant, enjoyable’ then ‘beautiful
and pleasant in conduct’ from which the second modern sense ‘just, impartial’
derives. The first meaning continued to develop in the sense of ‘light complex-
ion’ and a third one arose from ‘pleasant’ in a somewhat pejorative sense,
meaning ‘average, mediocre’, e.g. He only got a fair result in his exam.

In Ukrainian: the word noze used to mean ‘Ge3nmica piBHWHA, TOPOXHIM
BEJIMKHI TpocTip’, now it is also used in the sense ‘nminsHKa 3eMJIi, BifiBeIcHA
i mo-HeOynb’, ‘TPOCTIp, Y MeXax sSKOTo BimOYBaeThCs SKach i, ‘chepa
ISUTBHOCTI’, ‘CMY’KKa B3JIOBXK Kpaw apKylia mnamnepy’, ‘BimirHyTi Kpai
kanentoxa’ and some others.

In this course of lectures semantic change will be understood as the emer-
gence of new senses of the lexeme caused by different reasons and based on
different semantic processes.

2. Types of semantic change.

The most neutral way of referring to semantic change is simply to speak of
semantic shift without stating what type it is. For instance the Latin verb arrivare
derives ultimately from ad ripam — “at the shore’ but has long lost this meaning'.
A closer look at all changes in meaning shows that alterations in meaning can be
classified according to type. There are several basic types of semantic change
which on the one hand refer to the range of a word’s meaning and on the other, to
the way the meaning is evaluated by speakers:

1) semantic expansion. Here a word increases its range of meaning over
time. For instance, in Middle English bride was a term for
‘small bird’, later the term bird came to be used in a general sense and the
word fowl, formally the more general word was restricted to the sense of
‘farmyard birds bred especially for consumption’. Another case is horn —
‘bone-like protrusion on the heads of certain animals’, then ‘musical instru-
ment’, then ‘drinking vessel’ of similar shape. The instance of arrivare just

' Some English examples are taken from the materials published by the Faculty of Humanities of the
University of Duisburg-Essen. at the site https://www.uni-due.de/SHE/HE Change_Semantic.htm
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quoted belongs to this category. In Ukrainian: 6yxcysamu in its sense ‘CTOsSTH
Ha MICIli, He pyXaTHUCs BHACTIIOK TOTO, IO KoJieca, 00epTalOUNCh, KOB3aIOTh-
ca Ha micmi (about the car)’ was widened to ‘3HaxXomuTHCA B CKPYTHOMY
CTaHOBUIIIi; HE BUKOHYBATH sIKiCHO 1 cBoeyacHo (about work)’.

2) semantic restriction. This change is the opposite to expansion. Can be
seen with such words as meat which derives from Middle English mete with
the general meaning of ‘food’ and now restricted to ‘processed animal flesh’.
In turn the word flesh was narrowed in its range to ‘human flesh’. Borrowing
from another language may be involved here. For instance, Old English snipan
(German schneiden) was replaced by Old Norse cut as the general term and
the second Old English word ceorfan was restricted in meaning to ‘carve’. The
word wit meaning ‘the faculty of thinking, good or great mental capacity’ was
reflected by borrowed word reason and now means ‘the utterance of brilliant
or sparkling things in an amusing way’. In Ukrainian: 6icamu besides denoting
‘the action of moving quickly on foot’” got the sense ‘TpuBOXUTHCA,
MMKJIyBaTUCA, TypOyBaTHCS 3a KOTOCh, Imock’; the old Slavonic word 6uruna
denoted the name of the plant. In modern Ukrainian it means only ‘crebnuna
TpaBu, TPABUHKA .

3) semantic deterioration. “A disapprovement” in the meaning of a
word. The term knave meant originally (Old English) ‘male servant’ from
‘boy’ (cf. German Knabe) but deteriorated to the meaning of ‘base or coarse
person’, having more or less died out and been replaced by boy. Villain devel-
oped from ‘inhabitant of a village’ to ‘scoundrel’. The word peasant is used
now for someone who shows bad behaviour as the word farmer has become
the normal term. In official contexts, however, the term ‘peasant’ is found for
small and/or poor farmers. In Ukrainian semantic deterioration can be illus-
trated by the semantic development of the word 6ypca. Primarily the word
denoted ‘mmxue myxoBHe yuwimiie’, then the meaning was expanded and
bypca started to be used in reference to any male clerical school. In modern
Ukrainian youth environment, it denotes any educational establishment
(school, professional training school, university) but the sense has ironic
connotation.

4) semantic amelioration. This type of semantic change concerns cases
when the meaning is “improved”. Words arise from humble beginnings to
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position of greater importance. For example, the term nice derives from Latin
nescius ‘ignorant’ and came, at the time of its borrowing from Old French, to
mean ‘silly, simple’ then ‘foolish, stupid’, later developing a more positive
meaning as ‘pleasing, agreeable’. Many words have been elevated in meaning
through the association with the ruling class, e.g., knight meant ‘a young
servant’, now — ‘a man who fought for his feudal’; minister meant ‘a servant’,
now — ‘an important public official’. In Ukrainian such words as odgic,
MeHeOxcmenm, Kyp'ep are more prestige than xouwmopa, ympasninus or
HOCUNbHULL.

Amelioration is the opposite case of the previously discussed semantic de-
terioration. In some sources it is called pejoration and is considered even
more usual than amelioration, i.e. there are more instances of words develop-
ing a negative meaning than the opposite case. Pejoration, or degradation of
meaning is a process that commonly involves a lowering in social scale, the
acquisition by the word of some derogatory emotive charge. The pejorated
meanings are also proper to the words that mean the names of diseases, bad
habits, social evils, injustice etc. For more details and examples of pejoration
see [Borkowska, Kleparski, 2007].

Semantic changes can bring about the shift in markedness. The scholars
who research the shift in markedness prefer to use the terms the specialization
or the generalization of meaning. The stylistically marked lexical unit
becomes unmarked and vice versa. If the word with the new meaning is used
in the specialized vocabulary of some professional group we speak of the
specialization of meaning, e¢.g., fo glide meant ‘to move gently smoothly’,
now — ‘to fly with no engine’. Originally a jet was a special type of airplane
(a marked item in the stylistic sense), now it is stylistically neutral and a
propeller machine is regarded as the special kind. If the word with the exten-
ded meaning passes from the specialized vocabulary into common use, we
describe the result of the semantic change as the generalization of meaning,
e.g., barn meant ‘a place for storing barley’, now — ‘a covered building for
storing grain’; pioneer — ‘soldier’, now — ‘one who goes before’; the meaning
of the word vehicle that meant ‘a trolley’ spread on all the means of transport.
The word cmonsp first meant only ‘the man who made tables’ and then started
to mean ‘a specialist in processing wood and manufacturing things from it’.

145

LECTURE 6

In some cases, semantic change is inseparable from processes referring to
the structural level of analysis:

1) reanalysis. The Latin morpheme min ‘little’ is seen in minor and minus
but the words minimum and miniature led to the analysis of mini- as the
morpheme meaning ‘small” which has become general in English (and
German) as a borrowed morpheme, cf. minibar, minicomputer, miniskirt.

2) truncation. An element is deleted without substitution. Developments in
word formation often show this with some elements understood but not ex-
pressed: mini in the sense of miniskirt. Other cases may involve compound
phrases, e.g. documentary film and feature film have both been reduced by
truncation of the head noun film to the qualifiers documentary and feature which
are used on their own. Truncation may also involve an expansion in meaning.
For instance, in American English the term Cologne, from Eau de Cologne, is
often used in the broader sense of ‘perfume for men’.

3) meaning loss through homophony. Old English had two verbs leetan
‘allow’ and lettan ‘obstruct, hinder’. These became homophonous and only the
meaning ‘allow’ survived. However, in the expression without let or hin-
drance the original meaning survives.

4) meaning change in discourse. Words may become indicators of the
structure of discourse. Two illustrations of this are but and while. The former
once meant ‘outside of” and the latter ‘a period’ (still to be seen in She rested
for a while). Now these words mean ‘however’ and ‘during’. She fook a rest
while the others were in the restaurant.

5) semantic effect of grammatical changes. There are also grammatical
changes taking place in English which bring about semantic changes. For
instance, the verb falk is assumed to take the preposition about when the
object is inanimate as in She was talking about the weather. But there is an
increasing use without a preposition to add force and immediacy to what one
is saying: Okay, so we re talking big money now.

Present-day English and Ukrainian show quite a number of semantic
changes which consist of expansions, restrictions, ameliorations and deteriora-
tions. To start with, one can quote an unusual semantic development with the
word sanction which has come to have two opposite meanings. It can mean
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‘to allow something’ as in They sanctioned the proposal or ‘to forbid some-
thing’ especially in the nominalized form as in Britain imposed sanctions on
the country.

Decimate originally meant to reduce something by one tenth but now
simply means to reduce drastically. The staff was decimated by the restructur-
ing of the firm. Up until recently the sole meaning of the word joy was ‘pleasur-
able, euphoric state’ but has come to be used in the sense of success as in They
got no joy out of the insurance company. Philosophy is originally a science
concerned with the use of reasoning and argument in the pursuit of truth and
greater understanding of reality and the metaphysical. Now it has come to mean
little more than ‘policy’ in a sentence like The company’s philosophy is to be
aggressively competitive. Culture is a collective term referring to the arts and
human intellectual achievement in general. However, it has come to be used in
the sense of ‘general set of attitudes and behavioural types, usually in a public
context’ as in The culture of violence in our inner cities.

Students used to be an exclusive term for those studying at universities and
other institutions of higher education. But more and more the term is also being
used for pupils perhaps to attribute more adult status to those still at school.

It should be noted that it is obvious from even the briefest of surveys of se-
mantic change that if any one word in a group of semantically related words
shifts, then the others are immediately effected and may well react by filling the
semantic ‘space’ vacated by the item which made the move. Semantic change
does not occur with words in isolation. But the issue of contrastive analysis of
lexical fields applying field approach will be discussed in the next lecture.

3. Processes involved in changes
of the semantic structure of words.

Any semantic change, no matter what its cause, is based on the establishing
new relationship between the existing and new sense of the word. There are
several process that make the basis for establishing those new relationships.

The first process reflects associating two things, one of which in some
way resembles the other. This process is called metaphorization. Metapho-
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rization is most vividly represented on the lexical level and we can discover a
lot of common features while analyzing linguistic metaphors in English and
Ukrainian. Thus, the character of similarity making the basis of metaphors is
basically the same

Metaphor (from Greek petagopd — transposition) is the result of the se-
mantic process when a form of a linguistic unit or expressing of a linguistic
category is transposed from one object of designation to another on the basis
of a certain similarity between these objects as reflected in the speaker’s mind.
Metaphor is actually based on comparison. It has been discussed by different
linguists [Shibles 1971, Tapanenxo 1986, Tapamenko 2004, Temus 1988,
Teopus metadopsr 1990]. Metaphors may be based upon very different types
of similarity.

A) Similarity by physical features:

e form and sight, for example, Ukr.: cmpina xpana, cipcoxuii xpebem,
Eng.: head of a cabbage, teeth of a saw;

e position, for example, Ukr.: conosa kononu, Eng.: foot of the mountain,
a page, back of the sofa;

e sounding, for example, Ukr.: 6apabanumu y osepi, Eng.: drum fingers,

e peculiarities of movement, for example, Ukr.: konux — komaxa, cyny-
mHux — nebecne mino, Eng.:

e peculiarities of functioning, for example, Ukr.: conosa 360pis, conosa
npasninus, English: Head of the school (of an army, of a procession, of a
household), the key to a mystery, leg of the chair.

B) Similarity by physiological and psychological impressions

o Synesthetic. Synesthesia (from Greek cuvaictinoic — simultaneous per-
ception) is treated in linguistics as the reflection of the semantic structure of
physiological associations between different types of senses. Synesthetic
metaphors can be based on the perception of hearing, sight, touch, taste, for
example, Ukr.: kpuxnueuii (00s2), sucoxuii/muzvkutl (36yK), conooxuil (3anax,
eonoc, obiimu), Eng.: soft (voice).

Most often such metaphors reflect the feeling of touch, for example, Ukr.:
eocmpuil (3anax, Oauck), m’skuil (eonoc, ceimno, pyx), Eng.: soft (voice,
colour), least often — smell. Most productive directions of their development
are spheres of sight and hearing.
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® Transference from the sphere of the physical world to psychological
and social spheres, to some abstract relations, for example, Ukr.: copimu
(3aszammsam), eocmpuil (po3ym), OpibHuil (ypsoogeys), Eng.:, in particular,
from space to time, for example, OJoseuii (Oewv), long (speech),
a short (path) — a short (time).

® Transference through actualization of a relatively indistinctive se-
mantic feature, often of emotional-evaluative character, for example, copums
(63ymms1), npipea (besniu).

C) Similarity which exists only in the imagination of the speaker and is
only desirable for him, for example, to give intimate colouring to communica-
tion one can address a person, who is not a good acquaintance or a relative, as
opyoice — bpame.

Stephan Ullmann [Ullmann, 1972] suggests the following types of
transference:

® a) anthropomorphic;

® b) zoomorphic;

® ¢) from concrete to abstract;

® d) synesthetic;

® ¢) from lexical units that attract a special attention of the society in that
or other period.

The last type reflects the position of some lexical units on the scale of the
social values of the society. E.g. “religious” and “agricultural” metaphors used
to be quite popular in Ukrainian (uopm, ipoo, 6ycypman; nuea, eanyss, cismu
nmobpo), but now the accent is mostly on sports, technologies, space investiga-
tion, medical science (yetimuom, xio0 KoHem, opbima iHmepecie, 3anpPocpPamy-
8aMUCs Ha wjo-HehYO0b, 60IbOBI MOUKLUL).

Classification of the models of the metaphoric evaluative lexical units is
commonly based on the opposition bad — good which reflects the transference
of the experience acquired in the physical world to the moral and social
sphere. For example, “light — dark” (ceimzi0 3HaHB — MOpOK HEYITBA), “Warm
— cold” (menauti — xonoouuli mornsm), “Bimaura — 3aMOpo3ku” (y CyCIHiIbCT-
Bi), “up — down” (6epxu — Husu cycuinbCcTBa, high — low position, nionocumu-
ca — nadamu gyxom), “move — stand still” (cycminpnuit pyx — 3acTiif) and
others.
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The second process underlying semantic change may be described as a
semantic process of associating two things one of which makes part of the other
or is closely connected with it. It is called metonymization. Metonymy (from
Greek petovopio — renaming) is the result of the semantic process when a form
of a linguistic unit or expressing of a linguistic category is transferred from one
object of designation to another on the basis of a certain contiguity of these
objects conditioned by spatial, temporal, causal, symbolic, instrumental, func-
tional and other relations as reflected in the speaker’s mind. The metonymnic
transfer may be conditioned by different relations. Spatial relations, for example,
are present when the name of the place is used for the people occupying it: the
bar (the lawyers), the town (inhabitants), the House (the members of the House
of Lords or Commons). Ayoumopis, xiac mean not only the premise, but also
people. The meaning appears metonymical when the dishes are named in the
meaning of the substance contained, e.g., 3'i6 mucky 6opugy, pozius 6iopo. The
thing may be named after material it is made of, e.g., nanip means ‘the material
and the documents’. Instrumental relations are obvious when the instrument for
the agent is used instead of the agent: the best pens of the day (the best modern
writers), hand (handwriting). The functional relations between the primary and
secondary meanings appear in the result of the functional transfer of the name
from one subject to another, e.g., gopomap first meant ‘the guardian of the gate’
and later ‘the person who defended gates in football’.

The simplest case of metonymy is synecdoche — a word or phrase in which
a part of something is used to refer to the whole of it, for example, a pair of
hands for ‘a worker’, ABC (alphabet), man (humanity), or the whole of some-
thing is used to refer to a part, for example, the law for ‘a police officer’. In a
metonymy, on the other hand, the word we use to describe another thing is
closely linked to that particular thing, but is not a part of it. For example, the
word crown is used to refer to power or authority is a metonymy. It is not a
part of the thing it represents.

Most commonly metonymic transference occurs when the speakers substi-
tute:

e The container for the thing contained, for example, Ukr.: ckasuka (6u-
nue CKISHKY), 3an (annodyeas), micmo (3ycmpivae eocms), Eng.: a cup (drank
a cup), a kettle (is boiling),
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e The material for the thing made of it, for example, Ukr.: yaii, caram
(pociuna — cmpasa), 3010mo (supobu 3 Hboeo) Eng.: marble (the statue made
of marble), silver (coin), glass (articles made of glass),

e The object for what is on it, for example, Ukr.: cmin (idca), rikmi
(npomepnucs), Eng.: dish;

e The object for a certain activity, for example, Ukr.: kopona, ckinemp,
mpoH (enada monapxa), byraea (cemomancmeo), Eng.: the crown;

e The sign for the thing signified, for example, Ukr.: nomep (oxpemuii
NPUMIPDHUK 2a3emu, JHCYPHALY, OKpeMa KiMHAma 6 2omeni, OKpeMuil GUCTYN
apmucma), mpiixa (epanvia kapma, mpameait No 3), Eng.: from the cradle to
the grave (from childhood to death), arena (Lat. sand — a reminder that sand
was used to strew the floors of the ancient amphitheatres),

e The feature (quality, action etc.) for its subject. Here metonymy can re-
flect the transference from abstract to concrete, from action to object etc. For
example, Ukr.: macicmp, epagh (npo mocis mumyny), maranm (8in manranm),
cumnamis (npo ar0ouny), eeciiis (ceamxyeanns) Eng.: the authorities (were
greeted),

There are other types of semantic change, besides metaphor and metony-
my. They are:

e Hyperbole (from Greek OmepPoir — overexaggeration). It is based on
intentional exaggeration of the quantity and size of objects, intensity of a
feature or an act aimed at making the image of an object more distinct and
thus, the utterance- more convincing. For example, Ukr.: niemopa uonosika
(Oyoice mano n0oetl), CKaicy 08a C106d, MOpe KPOsi, Yepenauiaia wmeuoKicmy,
Eng.: haven't seen you for ages, I hate troubling you, a thousand thanks.

® Litotes (from Greek Mtotng — simplicity) is aimed at making the state-
ment less categorical through the use of indirect designation of a certain
notion, namely through the negation of the notion that is opposite to the given.
Litotes can be based on negation, for example, Ukr.: ne zanepeuyio (noco-
0oicyiocy), nesavicko (neeko); Eng.: no coward, not bad; double negation, for
example, Ukr.: maka noois ne sudaemuvca nemoosicnugoro (not characteristic of
English); without negation, for example, Eng.: I could do with a cup of coffee
(Not characteristic of Ukrainian).
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¢ Irony (from Greek eipoveia — mockery) is the type of the semantic
change which occurs when a word with a positive or assertive connotation
(in a wide sense) is used to denote opposite characteristics. It is usually
pronounced with a specific intonation, which in written form can be marked
by inverted commas. For example, Ukr.: ceamuii ma 6oorcuii, uacmysamu
(nanuyero), uacopooumu (cmycamom), bamanis (ceapxa, 0iixa), Eng.:
a pretty mess.

¢ Euphemism (Greek svpnuiopnog — mild expression, from b — well and
onuilm — praise, glorify) is a word or phrase used for indirect, particularly,
mild and polite designation of some objects, phenomena or actions to avoid
using their already existing primary names which would be better logically
motivated. The sources of euphemisms are the taboo phenomena and the
desire to substitute some names by their neutral, “positive” or “negative”
equivalents. For example, Ukr.: nepozymuuti (3amicme Oypruii), na 3acuy-
JHceHUll 6I0NOYUHOK (Ha NEeHCito), niuos 3 scumms (nomep), sHavumucs (Hapo-
oumucs); Eng.: queer (mad), deceased (dead), elevated (drunk).

4. Seminar tasks and questions.

1. How do the the main topics studied within lexical semantics corre-
late with three methodological approaches to contrastive research of
lexis?

2. What are the possible causes of changes in a word’s meaning?

3. Do you agree with the statement of Rudi Keller that “to trace
changes in a word’s meaning, we have to find out how and why the rules
of use for the word changed”? Give your reasons.

4. What are the four principle types of semantic change? Supply
examples of each type in English and Ukrainian.

5. Explain how semantic change can be connected with processes
referring to the structural level of analysis.

6. What processes of establishing new relationship between the
existing and new sense of the word are semantic changes based on?
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6. Additional Resources: Part 7.

Read the information about the pro-
ject “The physical and metaphorical
power of water is a universal human
concern” carried out at University of
Tampere.

URL: https://researchandstudy.uta.fi/
“ 2017/10/05/the-physical-and-meta-

phorical-power-of-water-is-a-universal-
human-concern/ (text prepared by Anna Ojalahti) and conduct a mini-
research to supply the project with facts from the Ukrainian language.

The physical and metaphorical power of water is a universal human
concern

Researchers analysed the meanings of water in different cultural and
social contexts. The fact that there is no life without water is a familiar one
both to farmers and to researchers looking for life in outer space. At the same
time, water is one of the oldest enduring universal symbols; it features
heavily in ancient myths and continues to play a key role in contemporary
literature. The impact of water on human culture can be seen in many ways,
and its ambiguous nature makes it an excellent topic for research.

Between 2012 and 2016, Professor Arja Rosenholm of the University of
Tampere directed the Academy of Finland funded research project Water as
Social and Cultural Space: Changing Values and Representations — AQUA,
which investigated water from a multidisciplinary perspective. The project
critically studied and analyzed the representations and cultural meanings of
water. The perspectives of language, literature, culture, history, technology
and environmental sciences were used to illuminate what water has meant to
people at different times and in different places. The aim of the project was to
introduce a humanities perspective to the debate on water.

“Water is a fruitful topic. It has economic, technological and social
dimensions, because communities are formed close to seas, lakes or rivers. Water
also has an aesthetic and psychological meaning; what is the power in water that
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calms people when they sit on the beach and listen to the lapping of the waves?”
Rosenholm says. Throughout history, water has been researched in many
different fields. Water is a thing related to our everyday lives. “It is also an old
symbol that has been pondered throughout the study of philosophy and the
philological history of literature. In many ways, water is present in the great
rituals of life, such as baptism. People spend their first nine months in water and
are mostly made of water. Water is an element of both daily life and special
occasions,” Rosenholm explains.

Water is also manifested in language and literature in the form of various
metaphors, especially when a person’s inner life is described. For example,
thinking “flows” and “still waters run deep”. Water is also used to describe our
feelings: one can be “dead calm” or feel “waves” of emotion that “roil” and
“burst out”, as if from a broken dam. “Water has always been an element of
literature. It has had significance especially as a metaphor when the process of
creativity has been described,” Rosenholm adds.

The imagery of water has changed with the times. Water continues to be
important, but today people may construct dams, run water through pipes or
produce hydroelectricity. Because of scientific and technological progress,
water may have lost some of its mythical significance.

“The technological standpoint has had an effect on the imagery. For example,
in premodern times, mythical elements were associated with water and nature,
which were read as superhuman elements closely connected to deities. At least
partly today, efforts have been made to replace some of the holy and mythologi-
cal elements of water by making people think of water as an element that can be
controlled through scientific and technological knowhow. The human relation-
ship with water is a story about scientific and technological advancements, the
times we live in and how we see our role in the dialogue between nature and
culture,” Rosenholm continues.

For Finns, who live in “the country of a thousand lakes”, access to clean
water is taken for granted. However, water threatens people in many ways
globally because there is often either too much or too little of it. On the one
hand, melting glaciers threaten to raise sea levels and flood coastal towns, and
tsunamis can destroy entire cities. On the other hand, droughts can decimate
harvests and dam projects may lead to desertification.
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“For us today in Finland, having this everyday relationship with water is
rather exceptional, because having clean water has been rare throughout
history,” Rosenholm says.

Water is a lifeline but also a devastating force. The hazards of climate
change, which also include an increase in the occurrence of extreme weather
conditions, are profoundly related to the relationship between water and
people. People will never be able to control water completely.

Literary and cultural imageries show the human relationship with water in
its different forms. Water can also be used to describe human characte-
ristics, for example, to emphasise human strength. Flowing water can be
presented as a challenge and a symbol of victory and vitality. To illustrate this
point, Rosenholm and researcher Mika Perkidomiiki mention the recurring
cultural images of world leaders who swim in rivers. A swim in a river can
elevate a leader’s image and endow him (or her, although it is usually a him)
with an air of courage and bravery.

“Chairman Mao Zedong swam across the Yangtze and Benito Mussoli-
ni took a plunge in the Tiber. Saddam Hussein’s swim across the Tigris was a
great media spectacle, and I believe President Putin is also a great swimmer,”
Perkioméki notes.

“Rivers are key waters. The imagery of flowing water is repeated in litera-
ture and culture and it connotes strength and power. One of the dimensions is
to overcome water and to experience and show courage,” Rosenholm adds.

Everyday life and the holy are represented by water, just like life and
death. It is an ambiguous research topic whose meanings are increasingly
interwoven with ecological awareness. Water should not only be understood as
a resource that serves people if it is properly channelled: it also reveals things
about people.

“One of the guiding lights in our project was that as humanists we try to
remind people that the way we talk about and produce representations tells us
something about our nature-water relationship. It is important to realise that
the different meanings also create a concrete environment. How we talk about
water is crucially important,” Rosenholm explains.

Researching water

e The main aim of the Academy of Finland-funded multidisciplinary
research project Water as Social and Cultural Space: Changing Values and
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Representations — AQUA (2012-2016) was to critically reevaluate the values,
meanings, opportunities and threats associated with water.

e The project resulted in several publications, conference presentations
and three books. Two of the books are in English: Meanings and Values of
Water in Russian Culture (Jane Costlow and Arja Rosenholm [eds.]
Routledge, 2017) and Water in Social Imagination: From Technological
Optimism to Contemporary Environmentalism (Jane Costlow, Yrjo Haila,
Arja Rosenholm [eds.], Brill Rodopi, 2017). The manuscript of the third
book, which is in Finnish, Veteen kirjoitettu: veden merkitykset kirjallisuu-
dessa, is currently undergoing the peer review process.

e A new multidisciplinary research consortium with funding from the
Academy of Finland called The Changing Environment of the North: Cultural
Representations and Uses of Water (2017-2021) is continuing research on the
topic at the University of Eastern Finland, with the University of Tampere
acting as a partner.

e The project investigates the meanings of northern — especially
Arctic — areas from the perspectives of centre-periphery relations and
aquagraphy. The study analyses the history and the real and imaginary
realitites of the north and the Arctic through water (glaciers, ice, snow, and
floods) rather than land.

e The aim is to generate new knowledge about life and narratives in the
north, especially the Arctic, and their impact on contemporary debate.
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LECTURE 7. CONTRASTIVE ANALYSIS
OF SEMANTICS OF ENGLISH
AND UKRAINIAN WORDS:
FIELD APPROACH

This lecture brings to light that both universal and nationally biased lexi-
cal units are systemically arranged and make up different semantic groups
of words which can become the object of contrastive analysis.

Factors facilitating the contrastive study of lexicon.

Lexical fields.

The semantic relationship of synonymy.

Approaches to the research of synonyms in contrastive lexicology.
Seminar tasks and questions.

Seminar library.

Additional resources: Part 8.

NN AWM=

Fields are living realities intermediate between
individual words and the totality of the vocabulary
(Jost Trier)

1. Factors facilitating the contrastive study of lexicon.

The lexical level of any language is naturally represented by some charac-
teristic constants. Ilko Korunets [Korunets, p. 118—119] states that these
constants are the following:

1) words, their semantic classes and word-forming means as well as their
structural models and stylistic peculiarities of use;

2) lexicosemantic groups (LSGs) of words;

3) stable and idiomatic expressions which are also of universal nature,
though they always have some national peculiarities in every single language.
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Trying to compare lexicons of the two languages we proceed from such
fundamental ideas:

o the idea that the basic lexicalization assumption should be explained
within the framework of even more fundamental ideas of semiosis — the action
of language signs which possesses code, informational and cultural dimension;

e despite seemingly chaotic mass of different words in both languages
they are, like units of other language levels, systemically arranged.

Ilko Korunets also emphasizes that regular lexemes and lexical units can be
divided into two typologically relevant groups: universal lexicon and nation-
ally specific lexicon [Korunets, p. 118-119]. The systemic organization of
universal lexicon is conditioned in all languages by lingual and extralingual
factors which are of universal nature. Extralingual factors, predetermining the
systemic organization of lexicon are the physical and mental factors, the
environmental factors, the social factors. The physical needs of human beings
are rendered in a great number of common notions of actions designated by
such verbs as live, eat, drink, sleep, wake, run, jump, love, die etc. The common
mental activity of man is rendered by the notions designated by such words as:
speak, think, ask, answer, decide, realize, imagine, understand and many
others. What concerns natural environment of human beings, all languages have
acquired a large number of common notions designated by words which reflect
the multitudes of objects and phenomena surrounding every human being on
the globe, such as the sun, the moon, the stars, the wind, the sky, thunder,
lightning, rain as well as various species of flora and fauna, colours etc. Social
factor involves social phenomena as well as relationships and activities of man,
e.g. at the family level: mother father, child, sister, brother, aunt, uncle, grand-
mother, grandfather etc. [Korunets, p. 118-119].

It should be noted that the fact that some words in English and in Ukraini-
an belong to universal lexicon does not mean that these words have complete-
ly identical semantic structures. There are certain anomalies in the structure of
the vocabulary which disturb the pretty patterns of structural analysis. Such
‘holes’ in the vocabulary have been called lexical gaps, especially when
viewed in the light of another language’s lexis. For example, such a universal
emotion as 'HIB is verbalized in English as anger and wrath and in Ukrainian
as emuie, 110Mmb, pO30PAMYBaAHHS.
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Besides universal lexicon each language possesses nationally specific lex-
icon designating national customs, traditions, folk rites and feasts, adminis-
trative or political systems, etc. 1. Korunets indicates [Kopyneus, 2017] that
they may also designate peculiar geographical, geological or environmental
conditions of a speech community life. No less peculiar may also be the
cultural or religious traditions of a nation often expressed through certain
proper names or names of saints, e.g. Ukrainian Isana Kynana, Maxogis, or
Ireland’s St. Patrick, Scottish tartan, American Uncle Sam or the British
John Bull, the British Lion.

Culturally biased, i.e., nationally specific are often elements in a govern-
mental or election systems of a country (e.g., the administration, secretaries
and undersecretaries or primary elections in the U.S.A.). The monetary
systems in most countries contain some nationally peculiar units as well, e.g.,
shilling, penny, dollar, epusns. Culturally biased are mostly the titles of
address and the ways of conduct, and, at last but not at least, some articles of
clothing / footware, e.g., the Scottish kilt, tartan, the Ukrainian guwusanka,
xenmap or the American Indians’ moccasins.

Most peculiar are always national meals, beverages and even partaking of
food, established as a result of a nation’s agricultural traditions and consump-
tion of peculiar products. The nationally biased notions as non-equivalent units
of lexicon are also observed in some national systems of weights and
measures, e.g., English mile, ounce, Ukrainian éepcmesa, nyo. All in all, these
notions are found both in English and in Ukrainian, for example, in English:
county, borough, butterscotch, custard, muffin, toffee, bushel, chain, furlong,
inch, mile, pint, penny, shilling, pound, lady, mister, sir; lobby, speaker, teller
(Parliament), Lord Chancellor, Number 10 Downing Street, Whitehall, etc.
Ukrainian: xko63ap, ecHsanka, KOIOMUUKA, KO3AK, 3anopoiceyb, Kenmap, Kona
(Aeyv), nyo, ciy, ceumxa, Xama, JNeXCAHKd, GeCilbHuil 6amvKo, mpoicmi
MY3UKu, 6evopruyi, O0puw, GAPEHUKU, 2ATYWKU, KYMs, MeOOK, PANCAHKA,
onpuwiox, niaxma, epustsa [Kopynens, 2017].

Both universal and nationally biased lexical units are systemically arranged
and make up thematic and lexico-semantic groups of words which can become the
object of contrastive analysis. A thematic group is a subsystem of the vocabulary
for which the basis of grouping is not only lingual but also extralingual: the words
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are associated because the things they name occur together and are closely
connected in reality, e.g.:terms of kinship: father, cousin, mother-in-law, uncle;
names for parts of the human body: head, neck, arm, foot, thumb; colour
terms: blue, green, yellow, red / scarlet, crimson, coral; military terms: lieutenant,
captain, major, colonel, general.

In this lecture attention will be paid to the contrastive analysis of lexical
fields that are most commonly called lexicosemantic groups (LSGs). The
latter is defined as the semantic class of words which meets the following
criteria: the lexemes are of the same part of speech and their meanings have at
least one semantic feature in common. Most commonly the words belonging
to one LSG contain words put together by the semantic relationship of synon-
ymy, e.g., to think, to conclude, to consider, to reflect, to mediate, to remi-
nisce, to contemplate.

2. Lexical fields.

A great amount of studies in the field of contrastive lexicology are con-
nected with what has come to be known as the lexical or semantic field theory.
This theory has its history (see [Kyuep, 2014]).

Lexical field is defined as the extensive organization of related words and
expressions into a system which shows their relations to one another. The
members of the lexical groups are joined together by some common semantic
component known as the common denominator of meaning.

An example of a simple lexical field are verbs denoting speech acts: o
speak, to talk, to chat, to natter, to mumble, to ramble, to stammer, to con-
verse.

Several terms are alternatively used for ‘lexical field’: ‘lexical set’,
‘semantic field’, ‘semantic domain’, ‘lexico-semantic group’. Semantic field
is defined as “a set of lexemes which cover a certain conceptual domain and
which bear certain specifiable relations to one another” (A. Lehrer) or as a
“named area of meaning in which lexemes interrelate and define each other
in specific ways” (D. Crystal) [cit from Potiatynyk, p. 108-109]. Uliana
Poyiatynyk puts it in simpler terms and defines a lexical field as a group of
words whose members are related by meaning, reference or use
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[Potiatynyk, p. 109]. She also indicates that the vocabulary of the language is
essentially a dynamic and well-integrated system of lexemes structured by
relationships of meaning. Mainly these relationships are synonymy and
antonymy, hierarchical, general-particular and part-whole relationships, and
also relationships of sequences and cycles (Fig. 7.1).

. N O N\

TYPE OF SEMANTIC

RELATIONSHIP ILLUSTRATION

SYNONYMY Error, mistake, blooper, slip-up,
miscalculation, slip, gaff, oversight

ANTONYMY poor - remarkable, outstanding,

. marvelous, excellent, dazzlin
(contrary to expectations,

he gave a very poor performance)

\, J

Military ranks - lieutenant,
colonel, general, major;

HIERARCHICAL sergeant, captain

r "

stationary - paper, pen, pencil,
GENERAL-PARTICULAR eraser, ink, ruler

plane - fuselage, landing-gear, wing
PART - WHOLE rudder, cockpit, engine, flaps, airelons

spring, summer,
I SEQUENCES AND CYCLES ] autumn/fall, winter

\_ VRN /)

Fig. 7.1. Relationships of meaning in the vocabulary system
(from Potiatynyk, p. 110)
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Different types of semantic relationships bring to life lexicosemantic and
thematic groups. The latter contain words belonging to different parts of speech.
They have been mostly studied diachronically (see [Botiko; Boiitie; IT’sicT] and
others). Proceeding from the conviction that the meaning of words can be
understood only when we study it in connection with synonymic words
[[ToxpoBckuii, c. 82], we will proceed with discussing the synonymic relations
in the vocabulary of the contrasted languages.

3. The semantic relationship of synonymy.

Different attempts have been made to conduct contrastive analysis of LSGs
represented by synonymic rows. Synonymy is a phenomenon that is widely
spread in both English and Ukrainian. It is defined as “two or more lexical
items which have the same meaning if they can replace each other without any
change in the meaning of that context”. [Lyons 1968, p. 448] For example fall
and high are synonymous in: a fall building and a high building whereas they
are not in a structure such as: a tall boy, since high cannot be used instead of
tall to indicate the same meaning. The same is true in Ukrainian, for example
Mopanw in one of its senses has synonyms: noguamws, HACMAHOSU, NOPAOU.
But they cannot be used interchangeably with dasamu: oasamu nacmano-
su/nopadu but not noguarmsi.

At present synonymy remains a problem in terms of its identification and
delimitation. Moreover, the relative size of synonymy in English as compared
to Ukrainian has not been investigated yet.

It is widely accepted that synonyms can be classified into four types
[Lyons 1968, p. 448]: 1) complete and total synonymy; 2) complete, but not total;
3) incomplete but total; 4) incomplete and not total. Complete and total synonymy
which is often called “absolute” or “real” synonymy is an extremely rare occur-
rence, a luxury that language can ill-afford. Many linguists, Ullmann and Lyons
among them, argue that this type of synonymy can be obtained if the complete
equivalence and total interchangeability are connected. The second type requires
the equivalence of both cognitive and emotive senses while the third type refers to
all synonyms which are interchangeable in all contexts. Finally, the fourth type
represents an objection to the phenomenon of synonymy as a whole.
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Ullmann [Ullmann 1962, p. 142] states that two or more words may be
absolutely synonymous on the conceptual level, but the speaker needs to
choose between these synonyms. So, he/she makes his/her choice according to
certain factors:

1) social status including the level of education, e.g. refuse / turn down;

2) age, i.e., language of children /adults, e.g. daddy / father;

3) profession, e.g. death /decease;

4) geographical differentiation, e.g. butcher / flesher;

5) pejorative affectivity, e.g. skinny / thin.

Thus, meaning is distinguished by the potential presence of the semantic
features which words do not have in common. As a consequence, two words
may be absolutely synonymous as far as their conceptual symbolic content is
concerned, but they are never such if we consider the above factors which
depend on the speaker and the structure of the language. So, [Ullmann, 1962,
p. 251] states that the cognitive sense allows absolute synonymy while a
cluster of additional stylistic values do not allow it.

Palmer [Palmer 1981, p. 89] argues that English is rich in synonyms for
several reasons:

1) synonyms may belong to different dialects of the language, e.g. fall /
autumn;

2) the process of euphemization, which is a way of avoiding taboo words
enriches English with many words to replace those that have socially distaste-
ful subjects;

3) English borrowed words from almost every language in the world, e.g.
words of arts were taken from Italian; words referring to law, fashion and
meals are from French. Borrowings enrich the vocabulary and make the
number of synonyms grow, e.g., the general idea of “thief” has thirty-seven
synonyms: robber, burglar, plunderer, cracksman, house breaker, pick pocket,
cut-purse, stealer and others;

4) English knows a large number of synonyms by extension, e.g. “the
capital of France” is an extension of Paris and “the morning star” and “the
evening star” are the synonyms of Venus [Ullmann 1962, p. 241]. All these
reasons are true for Ukrainian.
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Synonymic words form synonymic paradigm that consists of number of
words with similar or identical meaning. Every synonymic paradigm has a
central member, whose meaning is the simplest semantically, the most neutral
stylistically. For instance, in the paradigm big, large, sizeable, colossal, giant,
enormous, gigantic, great, huges, immense, vast, large-scale the word big is
evidently the central member.

4. Approaches to the research of synonyms
in contrastive lexicology.

Approaches to the research of synonyms include the following aspects:
1) the equivalence of meaning; 2) the full or partial ability of synonyms to
interchange; 3) the evaluative, stylistic qualities of synonym:s.

As it has been mentioned, mostly synonyms are partial, that is words be-
come synonyms when used in one of their meanings or in certain combina-
tions. For instance, the words student and pupil are synonyms only in the
meaning a person who is being taught. In most textbooks in lexicology syno-
nyms are subdivided into the following types:

1. Semantic (ideographic) synonyms which describe different qualities
of the object denoted, e.g. mistake, error, slip, lapse; nomunxa, xuba, nposuna,
noxubka, HemoyHicmo, 61y0, Hedoensd, or show different degree of the same
quality or phenomena, e.g., mistake — blunder.

2. Stylistic synonyms which are used in different communicative styles:
insane (formal) and loony (informal); salt (everyday speech) and sodium
chloride (technical); may have different evaluative quality (compare horse and
steed) or differ in both semantic content and stylistic colouring, like fo eat and
to pig (i.e. to eat greedily).

3. Dialect differences: autumn (British English) and fal/l (American); xa-
pmonas, bynvba, 6i0; dopoza, acgarom, 2ocmuneysb, PUCKALb, 3ACMYN, 20PO-
OHUK, TONAMKA, WMAHU, 2a4i, homoepais, 3HUMKA.

4. Collocational difference: rancid (is used only of butter) and rotten
(of bacon).
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5. Differences in connotation: youth (less pleasant) and youngster.

All these types of synonyms can be studied in contrastive lexicology apply-
ing field approach, that is through the analysis of the degree of feature match-
ing in two contrasted languages. According to Sternin [Crepaun]| CA of
lexical units can be described as an algorithm which presents a logical
sequence of researcher’s activities where each activity reflects a separate stage
or step of research. Technique of the contrastive analysis of synonyms can be
based on the algorithm suggested by Sternin. The stages of this analysis are
the following:

STAGE 1. Singling out synonyms in SL.

Step 1. Compiling a basic list of synonyms.

Central member is defined using explanatory dictionaries.

Step 2. Expansion of the basic list.

The lexeme selected is looked up in synonymic dictionaries and as the
result new lexemes are detected and added to the list.

Step 3. Expansion of the basic list through text analysis.

Texts of different genres are being analyzed (electronic corpora are most
helpful) and new units are detected and added. Text analysis also provides the
data concerning the frequency of occurrence of the units under study at the
present stage of language development.

Step 4. Structuring of the list of synonyms.

The list is subdivided into sense subgroups. Key and peripheral members
of the subgroups are determined.

STAGE 1II. Determination of interlingual correlations of separate
units.

Step 1. Detecting of dictionary translation correspondences.

Each word in the SL is checked in translation dictionaries and all transla-
tion correlates fixed in dictionaries are registered.

Step 2. Detecting of interlingual lexical correlations.

All the lexemes obtained at the previous step are checked in synonymic
dictionaries and detected units are added to the list of correlates of the unit
under research. As those new units are not registered in translation dictiona-
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ries, the new list including both: units selected at the previous step and new
words obtained from dictionaries of synonyms will no longer present the list
of translation correlations but — of interlingual lexical correlations (of which
translation correlations are only a part).

STAGE III. Semic description of meanings in contrasted lexemes.

Step 1. Semic description of units in both languages within subgroups
singled out.

Semic description is conducted using a set of methods. Among them:
semic analysis of dictionary definitions, componential analysis, associative
experiment, Bendix interpretational test', contextual analysis and others.

Step 2. Determining the frequency of occurrence of the researched
units.

This is done by means of calculations or interviewing informants using the
scale: frequently used, used, rarely used, not used. Step 3. Verification of the
semic description. Interviewing informants in order to confirm the list of semes
singled out for separate words (the procedure of verification of the componential
structure of words) in the SL and language of comparison.

" E. Bendix developed ,,interpretational test with incomplete phrase” [Bendix 1972] which can be
used to research word meanings that for some reasons cannot be studied applying componential
analysis. His method is based on the following procedure: informants are given a phrase within the
limits of which a researched word is opposed to another. Informants interpret the opposition by
completing the phrase. Thus, the researcher obtains data for semantic analysis. Generalizing similar
answers he gets differential components of words opposed in the phrase. By sequential presentation to

informants of all units under study in the test phrase, the researcher obtains data about the structure of

the word meaning. For example, to detect differences of English adjectives undaunted, gallant,
courageous from the dominant of the row brave, informants were given a test phrase «He is not brave,
he is ... because ...» Generalizing similar answers the researches got the following data: Brave is
willing to do things which are dangerous, and does not show fear in difficult or dangerous situations.

1) He is not brave, he is undaunted because despite the threats that surround him/ of which he is
aware, he goes ahead and does something (thus, unlike brave, the adjective undaunted possesses a
differential seme «acts despite surrounding dangersy).

2) He is not brave, he is gallant because he is noble, chivalrous. Gallant is used to describe
knights/heroes in stories. (unlike brave, the adjective gallant posseses differential semes «of noble
originy, «noble in character’and “about knights and heroes in literature”).

3) He is not brave, he is courageous because, although brave=courageous, courageous is more
literary. (thus unlike stylistically neutral brave, the adjective courageous is believed by the infor-
mants to be bookish) The interpretational test may show that some lexemes listed in synonymic
dictionaries are not used in live language or their meaning has changed so much that they cannot be
considered synonyms any longer-.
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STAGE IV. Semantic description of contrasted pairs.

Step 1. Formation of the contrasted pairs.

Contrasted pair is viewed as two units of compared languages presenting
an interlingual lexical correlation. At this step pairs for contrastive semantic
analysis are determined.

Step 2. Semic opposition of the units of contrastive pairs.

For each contrasted pair separate semes determined in the process of
componential analysis are being compared and the unification of the semic
description is being done. Semes which are alike in two languages are
considered to be equal and one explanation is being chosen or constructed
that gives the most general description of the definite component. The
absence of a seme in the sememe of one of the languages is checked and in
case it is proved, semic lacuna is registered. If the absence of the seme can
be explained by odd reasons, for example drawbacks of componential
analysis, then the seme is included into the semic structure of the word.
Thus, at this stage the semic description of the researched units can be
supplemented or the wording of the seme can change. As the result of this
step the researcher obtains parallel semic descriptions of the contrasted pair
in which the archisemes and differential semes are opposed and lacuna
semes are discovered.

STAGE V. Discovering national-specific components of meaning.

This stage presupposed detecting and describing of noncorresponding
(national-specific) semes in contrasted pairs. At this stage “false” translation
equivalents can be discovered and different forms of national specificity of
meaning are described. The latter can be as follows:

— national-specific meaning (full non-equivalence);

— non-correspondence of key semes;

— non-correspondence of peripheral semes;

— non-equivalence of semes;

— differences in the status of semes (permanent or probable);

— lacuna.

STAGE VI. Differential semantization of the contrastive pairs mem-
bers.

The meaning of each word is described as the ennumeration of noncorre-
sponding semes in reference to the other member of the contrasted pair.
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STAGE VII. Differential explanation of the contrastive pairs members
meaning.

This is the last stage of the contrastive description of lexical units and it
presents their differential interpretation. The latter contains all translation
correspondences with the list of semantic components which differentiate the
unit of SL from all translation correspondences. Differential interpretation is
the main material for compiling contrastive dictionaries of different types.
Thus, having gone through all the stages of analysis, the researcher gets the
following results:

1. The description of the content and structure of synonyms under study.

2. Setting of interlingual correlations.

3. Semic description of sememes under study in two languages.

4. Formation of semic definitions of units in two languages.

5. Detection of national-specific semes in two languages.

6. Differentation of correspondences in two languages in

reference to national-specific semantic components.

7. Contrastive dictionary entries.

The technique suggested by Sternin or at least some stages of it are rather
traditional and applicable mostly for lexicographic purposes. With the advent
of new anthropocentric paradigm of linguistic research, the new cognitive
approach has been developing rapidly and has has contributed to the advance
of contrastive studies on different levels.

5. Seminar tasks and questions.

Universal versus nationally biased lexicon.
Systemic organization of lexicon: lexical fields.
Types of semantic relashionships within the vocabulary system.
Approaches to the research of synonyms in contrastive lexicology.

5. Comment on the essence of the interpretational test suggested by
Bendix.

6. Read the article by G. Miller in Additional Resources and indicate
the value of WordNet for contrastive lexicological studies.

b .
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The article is reproduced from COMMUNICA-
TIONS OF THE ACM. — November 1995,Vol. 38, No. 11. — P. 39-41.
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GEORGE A. MILLER
WORDNET: A LEXICAL DATABASE FOR ENGLISH

This database links English nouns, verbs, adjectives, and adverbs to sets of
synonyms that are in turn linked through semantic relations that determine
word definitions.
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Because meaningful sentences are composed of meaningful words, any
system that hopes to process natural languages as people do must have
information about words and their meanings. This information is traditionally
provided through dictionaries, and machine-readable dictionaries are now
widely available. But dictionary entries evolved for the convenience of human
readers, not for machines. WordNet provides a more effective combination of
traditional lexicographic information and modern computing. WordNet is an
online lexical database designed for use under program control. English nouns,
verbs, adjectives, and adverbs are organized into sets of synonyms, each
representing a lexicalized concept. Semantic relations link the synonym sets [4].

Language Definitions

We define the vocabulary of a language as a set W of pairs (f.s), where a
form f is a string over a finite alphabet, and a sense s is an element from a
given set of meanings. Forms can be utterances composed of a string of
phonemes or inscriptions composed of a string of characters. Each form with
a sense in a language is called a word in that language. A dictionary is an
alphabetical list of words. A word that has more than one sense is
polysemous; two words that share at least one sense in common are said to be
synonymous. A word’s usage is the set C of linguistic contexts in which the
word can be used. The syntax of the language partitions C into syntactic
categories. Words that occur in the subset N are nouns, words that occur in
the subset V are verbs, and so on. Within each category of syntactic contexts
are further categories of semantic contexts — the set of contexts in which a
particular f can be used to express a particular s. The morphology of the
language is defined in terms of a set M of relations between word forms. For
example, the morphology of English is partitioned into inflectional,
derivational, and compound morphological relations. Finally, the lexical
semantics of the language is defined in terms of a set S of relations between
word senses. The semantic relations into which a word enters determine the
definition of that word. AI commonsense problems This database links
English nouns, verbs, adjectives, and adverbs to sets of synonyms that are in
turn linked through semantic relations that determine word definitions.
1 WordNet is a registered trademark of Princeton University, available by
anonymous ftp from clarity.princeton.edu
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More Than 166,000 Word Form and Sense Pairs

In WordNet, a form is represented by a string of ASCII characters, and a
sense is represented by the set of (one or more) synonyms that have that sense.
WordNet contains more than 118,000 different word forms and more than
90,000 different word senses, or more than 166,000 (f,s) pairs. Approximately
17% of the words in WordNet are polysemous; approximately 40% have one
or more synonyms.

WordNet respects the syntactic categories noun, verb, adjective, and
adverb — the so-called open-class words (see Table 1). For example, word
forms like “back,”” “right,”” or “well’’ are interpreted as nouns in some
linguistic contexts, as verbs in other contexts, and as adjectives or adverbs in
other contexts; each is entered separately into WordNet. It is assumed that the
closed-class categories of English — some 300 prepositions, pronouns, and
determiners — play an important role in any parsing system; they are given no
semantic explication in WordNet.

Inflectional morphology for each syntactic category is accommodated by
the interface to the WordNet database. For example, if information is
requested for “went”, the system will return what it knows about the verb
“g0.” On the other hand, derivational and compound morphology are entered
into the database without explicit recognition of morphological relations. For
example, “interpret”, “interpreter”, “misinterpret”, “interpretation”, “reinter-
pretation”, “interpretive,” “interpretative”, and “interpretive dancing” are all
distinct words in WordNet. A much larger variety of semantic relations can be
defined between words and between word senses than are incorporated into
WordNet. The semantic relations in WordNet [6] were chosen because they
apply broadly throughout English and because they are familiar — a user need
not have advanced training in linguistics to understand them. They are shown
in Table 1.

WordNet includes the following semantic relations:

» Synonymy is WordNet’s basic relation, because WordNet uses sets of
synonyms (synsets) to represent word senses. Synonymy (syn same, onyma
name) is a symmetric relation between word forms.

* Antonymy (opposing-name) is also a symmetric semantic relation
between word forms, especially important in organizing the meanings of
adjectives and adverbs.
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* Hyponymy (sub-name) and its inverse, hypernymy (super-name), are
transitive relations between synsets. Because there is usually only one
hypernym, this semantic relation organizes the meanings of nouns into a
hierarchical structure.

* Meronymy (part-name) and its inverse, holonymy (whole-name), are
complex semantic relations. WordNet distinguishes component parts,
substantive parts, and member parts.

* Troponymy (manner-name) is for verbs what hyponymy is for nouns,
although the resulting hierarchies are much shallower.

* Entailment relations between verbs are also coded in WordNet.

Table 1

Semantic Syntactic
’ Examples

Relation Cfategor}-'

Synonymy N, V, Aj, Av pipe, tube
(similar) rise, ascend
sad, unhappy
rapidly, speedily

Antonymy Aj, Av, (N, V) wet, dry

(oppositej powertul, powerless
friendly, unfriendly
rapidly, slowly

Hyponymy N sugar maple, maple
(subordinate) maple, tree
tree, plant

Meronymy N brim, hat
(part) gin, martini
ship, fleet
Troponomy \Y march, walk
(manner) whisper, speak
Entailment Vv drive, ride

divorce, marry
Note: N=Nouns Aj = Adjectives V= Verbs  Av = Adverbs
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Each of these semantic relations is represented by pointers between word
forms or between synsets. More than 116,000 pointers represent semantic
relations between WordNet words and word senses.

Relational theories of lexical semantics hold that any word can be defined in
terms of the other words to which it is related. For example, a definition of the
compound noun “sugar maple” might start with its hypernym, “A sugar maple is
a maple that ...,” followed by a relative clause based on meronymy or other
semantic relations that specify how sugar maples differ from other kinds of
maples. However, not enough semantic relations are encoded into WordNet to
support such constructions. Following standard lexicographic practice,
definitional glosses are included in most synsets along with the synonyms that
represent the sense.

An XWindows interface to WordNet allows a user to enter a word form
and to choose a pull-down menu for the appropriate syntactic category. The
menus provide access to the semantic relations that have been coded into
WordNet for that word. For example, if “leaves” is entered, a noun menu for
“leaf” and a verb menu for “leave” are available. The noun menu includes
options for synonyms, hyponyms, hypernyms, sisters, meronyms, and
holonyms for “leaf”; no antonyms for “leaf” are available. If synonyms of the
noun are requested, the window display three synsets, along with their
immediate hypernyms:

* Leaf, leafage, foliage — the main organ of photosynthesis in higher plants;
plant organ — a func tional and structural unit of a plant.

* Leaf, folio — a sheet of written or printed matter; sheet, piece of paper,
sheet of paper used for writing or printing.

» Leaf — hinged or detachable flat section, as of a table or door; section,
segment — one of several parts that fit with others to constitute an object.

Other choices from the menus would result in other displays of lexical
information. A command line interface to the database is also available.

Contextual Representations

Polysemy is a major barrier for many systems that accept natural language
input. For example, two different senses of an English word form may translate
into totally different words in another language. Therefore, systems for machine
translation should be able to determine which sense the author had in mind.
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In information retrieval, a query intended to elicit material relevant to one sense
of a polysemous word may elicit unwanted material relevant to other senses of
that word. For example, in computer-assisted instruction, a student asking the
meaning of a word should be given its meaning in that context, not a list of
alternative senses from which to pick.

WordNet lists the alternatives from which choices must be made. WordNet
would be much more useful if it incorporated the means for determining
appropriate senses, allowing the program to evaluate the contexts in which
words are used. This unmet requirement is a goal for further development.

Choosing between alternative senses of a polysemous word is a matter of
distinguishing between different sets of linguistic contexts in which the word
form can be used to express the word sense. People are quite skillful in making
such distinctions [1]. For instance, people who are told, “He nailed the board
across the window,” do not notice that “board” is polysemous. Only one sense
of “board” (or of “nail”) reaches conscious awareness. How people make such
distinctions is not well understood.

An algorithm for sense identification must distinguish sets of linguistic
contexts, raising the question of how much context is required. The limits of a
linguistic context can be defined arbitrarily, but we prefer to define it in terms
of sentences. That is to say, two words co-occur in the same context if they
occur in the same sentence. Given this definition, sense identification is a matter
of distinguishing among sets of sentential contexts. Miller and Charles [5]
proposed that a contextual representation associated with each sense
characterizes sentential contexts in which a given word can be used to express
that sense. Therefore, the empirical problem is to determine what contextual
representations should look like.

The usual way computational linguists have coped with polysemy has been
to limit the domain of discourse. For example, the noun “flight” has eight
senses in WordNet, but when the domain of discourse is limited to air travel,
only one of the eight is likely to occur. Therefore, topical context (the
vocabulary used to discuss a well-defined topic) provides some of the
information needed for a contextual representation. However, results obtained
by Leacock, Towell, and Voorhees [3] indicate that topical context can identify
senses correctly only about 80% of the time. People seem to make more use of
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local context — the exact sequence of words immediately preceding and
following the polysemous word. How best to characterize the contexts
associated with word senses remains an open question.

Semantic concordances are being prepared to provide a basis for empirical
studies of sense identification [7]. A semantic concordance is a textual corpus
and a lexicon combined so that every substantive word in the text is linked to
its appropriate sense in the lexicon. For example, words in passages from the
Brown Corpus [2] are linked to their senses in WordNet, providing a test bed
for proposed sense-identification systems. However, this semantic
concordance is still too small to provide representative samples of contexts
indicative of the different senses of polysemous words. Supplementing
WordNet with a textual database remains an ongoing project.
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LECTURE 8. CONTRASTIVE ANALYSIS
OF SEMANTICS OF ENGLISH
AND UKRAINIAN WORDS:
CONCEPT APPROACH

The eighth lecture summarizes some ideas concerning the notion of con-
cept in modern linguistic studies and sets out to demonstrate that the concept
approach offers another way to discover how the experience, the conceptual
system, and the semantics of lexical signs are differently brought together in
different cultural environments.

. Defining cognitive linguistics and cognitive semantics.
. Defining concept in modern cognitive science.

. Principal approaches to studying concepts.

. Conceptual analysis in contrastive lexicology.

. Seminar questions.

. Seminar Library.

. Additional resources: Part 9.

. Additional resources: Part 10.

RN N AW -

Culture is never a universal set,
but always a subset organized in a specific manner
(Yu. Lotman and B. Uspenskyi)

1. Defining cognitive linguistics and cognitive semantics.

The cognitive approach to language encompasses a wide variety of theoreti-
cal proposals with a common denominator: the idea that language is an integral
part of cognition and therefore it should be understood in the context of concep-
tualization and mental processing. Cognitive linguistics is defined as a study of
language in connection with different human facilities which include percep-
tion, categorization, memory, thinking etc. [Potapenko, 2013]. In this view
lexical units are of special importance because they serve as primary means to
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verbalize the interaction of cultural, psychological and communicative aspects
involved in the process of cognition.

Serhiy Potapenko believes that the existing cognitive theories can be clas-
sified into those related to different human faculties: perception-based, catego-
rization-based, memory-based, reasoning-based, socially-based and discourse
related [Potapenko, 2013, p. 10] and methods applied in cognitive linguistics
are usage- and corpus-based analysis, quantitative methods and empiracal
methods.

It is also emphasized in S.Potapenko’s textbook [Potapenko, 2013,
p. 19-21] that the main empirical method is that of associative experiment
which allows to confirm the psychological relevance of the theoretical
assumptions made by the investigator, i.e. that the associative network is not
arbitrary but to a large extent motivated as a reflection of hierarchical
conceptual structures in a speaker’s consciousness. As a lexical sign is
included into the associative network, after a word-stimulus is perceived, an
appropriate fragment of the complex conceptual structure with its specific
features and associated emotions and evaluations becomes fully or partially
activated. Hence, responses evoked by a stimulus can be viewed as a reflec-
tion of corresponding conceptual structures. Besides the associative experi-
ment allows us not only to reveal pertinent cognitive domains but also rank
them according to their relative salience for the speakers. The prominent
Ukrainian scholars applying the associative experiment methodology are
Andrei Levitsky (the concept CHERNOBYL) [JleBuukuii, 2018] and
Svitlana Martynek (binary oppositions of RIGHT and LEFT in Slavic
languages) [Martinek, 2007].

The area of study known as cognitive semantics is concerned with the inves-
tigation of the relationship between the experience, the conceptual system, and
the semantic structure encoded by language. Semantic structures are character-
ized relative to knowledge systems whose scope is essentially open-ended.
Scholars investigate knowledge representation (conceptual structure), and mean-
ing construction (conceptualization). Cognitive semanticists have employed
language as the lens through which these cognitive phenomena can be investigat-
ed. Consequently, research in cognitive semantics tends to be interested in
modelling the human mind as much as it is concerned with the analysis of lin-
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guistic semantics. Cognitive scientists are aware of the range of linguistic diver-
sity. Moreover, the crucial fact for understanding the place of language in human
cognition is its diversity. For example, languages may have less than a dozen
distinctive sounds, or they may have 12 dozen, and sign languages do not use
sounds at all. Languages may or may not have derivational morphology (to make
words from other words, e.g., run — runner), or inflectional morphology for an
obligatory set of syntactically consequential choices (e.g., plural the girls are vs.
singular the girl is). But what is of utmost importance is that culturally meaning-
ful reference of lingual signs which is obtained from all means of denotative-
connotative presentation of cultural senses also differs.

Technique of the contrastive lexicological study based on concept approach is
expected to provide the explication of cognitive procedures applied by the
subject when interpreting those culturally meaningful references of lingual signs.
Two factors should be taken into consideration: a) cognitive contrastive lexico-
logical analysis is productive only for concepts which have partial interlingual
equivalence; b) when intending to conduct contrastive analysis of concepts one
has to apply a complex of analytical devices, operations and procedures which
are used to analyze the interconnection of language and culture.

2. Defining concept in modern cognitive science.

Concept is an umbrella term used in several scientific fields: first of all, in
cognitive psychology and cognitive linguistics, dealing with thinking and
cognition, storing and transforming information, as well as in cultural linguis-
tics, which is still defining and refining the boundaries of the theory formed by
its postulates and basic categories. The concept in cognitive science is the
basic axiomatic category; the hyperonym of the notion, ideas, frame, script,
gestalt etc. It is a discrete unit of the collective consciousness, which is stored
in the national memory of native speakers in verbally determinate form.
S. Potapenko believes that concepts refer to structures meant for the storage of
verbalized knowledge and thus should be included into memory-based
language models together with concept-structuring schemas and worldview as
a repository of various concepts [Potapenko, p. 55].
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As a cognitive unit of meaning, a concept is an abstract idea or a mental
model sometimes defined as a “unit of knowledge” or as a “unit of culture”
which is associated with the corresponding representation in a language. In
some linguistic definitions concept is even treated as an entity that substitutes
meaning though most researchers consider it a mistake to confuse a concept
with the meaning of a word. Generally, the nature of concepts — the kind of
things concepts are — and the constraints that govern a theory of concepts have
been the subject of much debate. Philosophers suggest three main options to
identify concepts: with mental representations, with abilities, and with Fregean
senses (see [Margolis, Laurence).

The first of these options (Concepts as mental representations) maintains
that concepts are psychological entities, taking as its starting point the
representational theory of the mind (RTM). According to RTM, thinking
occurs in an internal system of representation. Beliefs and desires and other
propositional attitudes enter into mental processes as internal symbols. RTM is
usually presented as taking beliefs and other propositional attitudes to be
relations between an agent and a mental representation.

The second option (Concepts as abilities) maintains that concepts are neither
mental images nor word-like entities in a language of thought. Rather, concepts
are abilities that are peculiar to cognitive agents. The concept CAT, for example,
might amount to the ability to discriminate cats from non-cats and to draw certain
inferences about cats. While the abilities view is maintained by a diverse group
of philosophers, the most prominent reason for adopting the view is a deep
skepticism about the existence and utility of mental representations, skepticism
that traces back Ludwig Wittgenstein. One of the most influential arguments
along these lines claims that mental representations are explanatorily idle
because they reintroduce the very sorts of problems they are supposed to explain.
For example, Michael Dummett cautions against trying to explain knowledge of
a first language on the model of knowledge of a second language. In the case of a
second language, it is reasonable to suppose that understanding the language
involves translating its words and sentences into words and sentences of one’s
first language. But according to Dummett, one can’t go on to translate words and
sentences of one’s first language into a prior mental language. “There is really no
sense to speaking of a concept’s coming into someone’s mind. All we can think
of is some image coming to mind which we take as in some way representing the
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concept, and this gets us no further forward, since we still have to ask in what his
associating that concept with that image consists” (cit. from [Margolis,
Laurence].

The third view (concepts are Fregean senses) identifies concepts with
abstract objects, as opposed to mental objects and mental states. Concepts are
said to be the constituents of propositions. For proponents of this view, concepts
mediate between thought and language, on the one hand, and referents, on the
other. An expression without a referent (“Pegasus”) needn’t lack a meaning,
since it still has a sense. Similarly, the same referent can be associated with
different expressions (e.g., “Eric Blair” and “George Orwell”) because they
convey different senses. Senses are more discriminating than referents. Each
sense has a unique perspective on its referent — a unique mode of presentation.
Differences in cognitive content trace back to differences in modes of
presentation. Philosophers who take concepts to be senses particularly emphasize
this feature of senses. Christopher Peacocke, for example, locates the subject
matter of a theory of concepts as follows: “Concepts C and D are distinct if and
only if there are two complete propositional contents that differ at most in that
one contains C substituted in one or more places for D, and one of which is
potentially informative while the other is not” (cit. from [Margolis, Laurence]. In
other words, C and D embody differing modes of presentation. To avoid
terminological confusion, we should note that Frege himself did not use the term
“concept” for senses, but rather for the referents of predicates. Similarly, it is
worth noting that Frege uses the term “thought” to stand for propositions, so for
Frege thoughts are not psychological states at all [Margolis, Laurence ].

3. Principal approaches to studying concepts.

The contrastive lexicological research brings forth the necessity of refer-
ring to the analysis of the semantic structure of the separate words-variants
which objectify concepts in verbal forms and can be viewed as cultural phe-
nomena with specific histories. This approach permits:

1) to deduce the peculiarities of thinking and world perception of different
ethnic communities;
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2) to trace the formation of their culture;

3) to structure the concepts and provide linguocultural description of their
components.

For contrastive lexicological analysis of full value, a researcher has, first of
all, to determine the feature (features) of correlating objects — the basis or
common denominator of comparison — tertium comparationis. When one
applies “concept” approach he or she should accept that though the meaning of
the word is closely connected with the underlying concept, it is not identical
with it. Concept is associated with a number of the most diverse points of view
in modern linguistics. The intensive research of it in the field of cognitive
linguistics has demonstrated a great disparity in the understanding of the term.
Two main approaches can be mentioned: “cultural” and “informational”.

“Cultural” approach considers the concept to be a cultural phenome-
non as it describes typical situations of culture. Proponents of this approach
state that the ‘concept’ is an object from the ‘ideal’ world which has the name
and reflects the people’s cultural understanding of the real world. According to
Anna Wierzbicka' there exists a Natural Semantic Metalanguage (NSM), i.e.
a mini-language which is an effective tool for describing and comparing
meanings and ideas expressed through lexical units in any language. It is
constructed on the basis of extensive cross-linguistic investigations conducted
by many scholars over many years. The effectiveness of this tool stems from
the fact that it corresponds to the shared core of all languages. This shared core
of all languages can be identified through a small set of words which have
their exact semantic equivalents in all languages. Anna Wierzbicka claims that
there are universal terms which we find in all languages. There are 65 of them.

' Anna Wierzbicka (born 10 March 1938 in Warsaw) is a Polish linguist who is Emeritus Professor at
the Australian National University, Canberra. Brought up in Poland, she graduated from Warsaw
University and emigrated to Australia in 1972, where she has lived since. In her 1972 book “‘Semantic
Primitives” she launched a theory now known under the acronym “NSM” (Natural Semantic Metalan-
guage), which is now internationally recognized as one of the world's leading theories of language and
meaning. This approach has been used in hundreds of semantic studies across many languages and
cultures (NSM  homepage:  http://'www.griffith.edu.au/  humanities-languages/school-languages-
linguistics/research/natural-semantic-metalanguage-homepage). With over twenty published books,
many of which were translated into foreign languages, she is a prolific writer in semantics, pragmatics
and cross-cultural linguistics.
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They correspond, we believe, to what Leibniz called “the alphabet of human
thoughts” (alphabetum cogitationum humanarum). They have their inherent,
universal, grammar. This means that they can be combined in the same way in
different languages, to allow cross-translatable phrases and sentences. For
example: Everyone in his/her life experiences the disease, or the loss of a
health status. In NSM, in any language of the world, there is the word
“to feel” and the evaluators “bad” and “good” and the word “body”. Could we
put as a hypothesis that the disease experience and the healing process could
be related to these words which are universally present in all languages?
“Body” is a word present in every language you studied. On the contrary,
“mind” is an abstract concept and varies among cultures. Does it mean that
when we are ill we are naturally getting back to the body, or that we have to
deal with the body? There are certainly deep cultural differences in the way
people in different parts of the world think about what is happening to them,
how they feel, why they feel the way they do, and so on. All such differences
can be explained and clarified through the same meta-language based on
universal human concepts such as happen, feel, bad, good, body, and so on. As
evidence suggests, every language has a word for body, conceptualized in the
same way, but not a word for mind. But people can talk about how they feel,
and how they think, without referring to the body, e.g. they can say: something
very bad is happening to me; I can’t think, I can’t do anything, I feel very bad
all the time, I don’t want to do anything, and so on. But people also often think
about what is happening to them in terms of words which are not language-
independent but which, on the contrary, depend on their culture. For example,
English speakers tend to think about such things in terms of the English word
mind, French speakers, in terms of /’ame, Ukrainian speakers in terms of
dusha, and so on [Wierzbicka, 1999; Wierzbicka, 2011].

A Russian semiotician Yurii Stepanov believes that concept is a “bunch of
culture” in the consciousness of people; it is something in the form of which
the culture enters the mental world. People enter the culture and affect it
through concepts. Concepts are not only contemplated, they are experienced.
They are the subject of emotions, likes and dislikes, and sometimes collisions.
According to Stepanov “a basic cultural cell in the mental world of a man”;
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a mental structure that represents the knowledge of an individual about a
particular segment of the world; a part of the world picture that reflects the
orientation of values of both the individual person and the entire linguistic
community. The content of the concept can be discovered only within the
frame of a particular culture and epoch [Ctemanos, 1997].

Representatives of the “informational” approach propose to consider
the concept to be a linguistic-cognitive phenomenon that is defined as the
information about what an individual knows, suggests, thinks, imagines
about the objects of his/her world. “Concept” corresponds to those senses,
which a person operates with in the process of thinking and the senses which
reflect the content of experience and knowledge, the content of the results of
all human activities in the form of some “quanta” of knowledge”.

Concepts have verbal means of expression. Language does not form
concepts, but serves as means of the exchange of knowledge in the process of
communication. Concepts exist in the real mentality of an individual, thus, to
communicate they have to be verbalized, that is, to be expressed by language
means.

In any language the concept can be verbalized by individual words and
phrases and by sentences or even entire texts, which determine the concept
itself. The choice of verbal forms depends on meanings, mental representa-
tions and the internal lexicon of the speaker, which are interconnected.

In the semiotic framework, the concept can be defined as a unit of
thought, which is fixed by a language sign for the purpose of communication
and correlates with the notional and cultural interpretants for the object. This
makes possible to single out such basic characteristics of the concept:

1) mental nature (is localized in the consciousness and is a mental projec-
tion of an object);

2) affiliation to knowledge as a set of relatively stable, objective and col-
lective notional interpretants;

3) affiliation to culture as set of evaluations and values in the mind of the
interpreter (cultural interpretants).

Let’s revise that according to the semiotic approach suggested in Lec-
ture 5 any verbal sign has three interpretants: primary, notional and cultural.
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Notional interpretant provides the connection of identified object with the
dynamical object. The suggested definition makes this interpretant close to
“informational concept” (second approach) as used in modern cognitive
linguistics. Cultural interpretant reflects the evaluative ideas of interpreters
and correlates with the system of evaluations and values in the mind of the
interpreter (“cultural concept”). In the framework of semiotic approach
suggested in this lecture course the contrastive analysis of concepts presup-
poses comparison of both — notional and cultural interpretants of lingual
signs verbalizing the concepts in two languages.

4. Conceptual analysis in contrastive lexicology.

In contrastive lexicology different lexical means used for verbalizing the
concept are compared, the separate conceptual features being tertia compar-
ationis. Over the last few decades cognitive approach to language phenome-
na proved to be applicable to modern contrastive analysis. The main ad-
vantage of the research performed in the cognitivistic framework is seen in
the fact that it essentially aims to reveal and explain the intricate structure of
the conceptual and semantic organization of human experience
[Kurtes, p. 120]. It should be noted that conceptual analysis is not a stand-
ardized method but a combination of different techniques. Most linguists
share O. Selivanova’s views on the purpose of conceptual analysis that
seeks to establish cognitive mechanisms of individual or group conscious-
ness that influence the formation of knowledge about the objects of real
world and results of cognition [CemiBanoBa, 2006, p. 7]. The main goal of
conceptual analysis is to identify the structure of verbalized concepts in
order to determine their properties and specific features.

The procedures of conceptual analysis in contrastive studies presupposes
several stages. At the first stage of the analysis a contrastivist studies the key
words. At this stage the names of the concepts in both contrasted languages is
investigated, with the help of the analysis of dictionary definitions. According
to Svitlana Zhabotynska the study of the semantic structure of the lexical units
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that verbalize the concept serves as a key to understanding the mechanisms of
conceptualization [XabGotmHckas, c. 53—55]. Cognitive properties of the
concept selected for the contrastive analysis are studied through the semantic
analysis of lexical units that verbalize the concept. For example, concept
EDUCATION in English and OCBITA in Ukrainian® is verbalized by key
words: education and oceima. Analysis of semantics of these lexical units and
their derivatives proves that there are several cognitive components in their
structure: ‘subject’, ‘process’, ‘result’, ‘discipline’, ‘improvement’, ‘estab-
lishment’, ‘training’.

According to the linguosemiotic approach suggested in this lecture course
contrastive analysis of concepts should be based on the comparative study of
notional and cultural interpretants of lingual signs. Most of modern researchers
agree that the core of the concept is formed by the cognitive (rational, logical,
notional) component. In the suggested approach this component corresponds to
notional interpretant. At the second stage of contrastive analysis we determine
what semantic features represent the notional component in the semantics of
lexical units verbalizing the concept. In modern semantic theory they are com-
monly referred to as denotative semes.

At the third stage of analysis attention is paid to cultural interpretant
which provides access to values in the mind of interpreter and can be discov-
ered through the analysis of connotative semes in the semantic structure of
lexical units verbalizing the concept.

According to R. Langacker lingual units profile parts of the content of the
concept that are in the focus of the speaker’s attention [Langacker, p. 145].
Verbal explication of the actualized seme serves as the equivalent of profiling
[Cteprun, p. 116—117]. The researchers should primarily identify the semes of
the names of the concept that are ‘profiled’. The study of the structure of rational
(logical) layer of the concept provides researchers with an inventory of its com-
ponents that are actualized. Applying linguosemiotic approach we can state that
the action of sign activates notional interpretant.

2 The contrastive analysis of this concept was conducted by Anastasiia Beliaieva in her PhD thesis and was based on the
material of four languages: English, French, Ukrainian and Russian (defended in Donetsk in 2012). Some of the examples
used in this lecture are taken from her research and one of her articles can be found in Additional resources 9 to this lecture.
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Accepting cognitive components (denotative semes) as Tertium compara-
tionis we discover that for the names of the concept (OCBITA and EDUCA-
TION) they coincide in both languages. For example, cognitive component
‘system’ of the concept EDUCATION is profiled by key words in English and
Ukrainian:

He concludes, however, that our employers will not, indeed cannot,
change, therefore, the education system must continue to bail them out,

Cyuacna  6acamopieHesa  cucmema  GuWoOi  0c8imu,  NPUPOOHO,
83A€MO36’513aHA 3 OCOOIUBOCAMU COYIATLHO-EKOHOMIYHUX CIMPYKINYD, SKI
@yHryionyroms cb0200HiI

Another cognitive component is ‘activity

They adored her physical beauty but did everything in their power to edu-
cate her mind. Her father tutored her in sports, her mother in literature and
the arts;

Ponv bamvkie y nidcomosyi dimeti 00 WKOMU GeAUUE3HA: OOPOCTI YieHU
CimM’i yacmo camomydHcKu 20myrmes ma 0C8iuyiomy ix ...

Cultural interpretant can be revealed through the analysis of conceptual meta-
phors that are the result of cognitive operations of correlation of the structure of
the source domain and the target domain. Commonly metaphorical conceptual-
ization reflects attitudinal and evaluative ideas about the world. In A. Beliayeva’s
PhD [Bbensena] substantiates that the concept OCBITA is the evaluative concept-
goal in Ukrainian and the evaluative concept-means in English. Thus, the cultural
interpretant which correlates with the study of the axiological mode of the
concept enables scholars to discover differences in the phenomenon of education
as evaluated by speakers belonging to different cultures.

Thus ‘concept’ approach has great potential in contrastive lexicology an
contains the following stages of analysis: 1) at the first stage the lexical units
that verbalize the concept are established, cognitive properties of the concept
are then defined; 2) the second stage involves analysis of the notional interpre-

tant of lingual signs verbalizing the concept in compared languages; 3) the
third stage deals with the analysis of cultural interpretant represented by
evaluative components of meaning and cognitive metaphors; 4) the final stage
is modelling concept structures in compared languages.
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5. Seminar tasks and questions.

1. How can existing cognitive theories be classified?

2. Read the article by A. Levitstkyi on the concept YOPHOBWJIb
(see Seminar library.) and get ready to discuss the suggested methodology
of analysis.

3. Discuss approaches to defining concepts in modern cognitive sci-
ence

4. What is the main task of contrastive lexicological studies?

5. Explain the difference between “cultural” and “informational”
approaches to understanding the concept in cognitive linguistics.

6. What is a Natural Semantic Metalanguage (NSM) according to
Anna Wierzbicka and what is its potential for the contrastive study of
languages?

7. What is the definition of concept in the semiotic framework?

8. Comment on the potential of interpretant in contrastive studies
based on “concept approach”.

9. Describe the stages of contrastive analysis of concepts in linguose-
miotic framework. Choose a concept to illustrate your answer and con-
duct a mini-research (e.g. HAPPINESS — IIACTS, SOUL - AYIIA,
HEART — CEPIIE etc.)

6. Seminar library.

1. Kurtes S. Contrastive analysis at work: theoretical considerations and
their practical application Signum: Estudos da Linguagem. Volume Tematico:
Lingiiistica Contrastiva. 2006. No. 9/1. P. 111—140.

2. Langacker R.W. Foundations of cognitive grammar [in 2 vol.]. Stan-
ford: Stanford University Press, 1987. Vol. 1: Theoretical Prerequisites. 528 p.

3. Margolis E., Laurence S. Concepts. The Stanford Encyclopedia of
Philosophy / Edward N. Zalta (ed.). URL: https://plato.stanford.edu/
archives/spr2014/entries/concepts/
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4. Martinek S. ‘RIGHT’ and ‘LEFT’, or Binary Opposition as a Cognitive
Mechanism. Further Insights into Semantics and Lexicography / Magnusson,
Ulf, Henryk Kardela and Adam Gtaz (eds.). Lublin: Wydawnictwo UMCS,
2007. P. 191-205. URL: https://Inulviv.academia.edu/SMartinek

5. Potapenko S.I. Introducing Cognitive Linguistics: manual for students.
Nizhyn: Nizhyn University Publishing House, 2013. 136 p. URL:
http://www.ndu.edu.ua/storage/injaz/duscuplinu/Potapenko-Cognitive Linguis-
tics.pdf

6. Wierzbicka A. Common language of all people: The innate language of
thought. Problems of Information Transmission. 2011. Vol. 47, No. 4.
P. 378-397.

7. Wierzbicka A. Language, Culture and Meaning: Cross-cultural linguis-
tics. Cognitive Exploration of Language and Linguistics. Amsterdam: John
Benjamins Publishing Company, 1999. P. 137-159.

8. benaecsa A.B. Konnent OCBITA B anrmiiicekiif, ¢ppaHily3pKii, yKpaiH-
CBKifl Ta pociiicbkili MoBax. ABToped. muc. ... KaHa. ¢imon. nayk: 10.02.17,
Jonenpk, 2012. 20 c.

9. Kabomunckaa C.A. Jlexcndyeckoe 3HaU€HHE: TMPUHIUITBI TOCTPOSHUS
KOHIIENTyallbHOU ceTH. Stowo z perspektywy jezykozmawcy i tlumacza.
Gdansk : Wydawnictwo Uniwersytetu Gdanskiego, 2005. Tom 2. C. 53—62.

10. Jesuuxuii A.3. Kounenrt-tomonum YEPHOBLIJIb kak otpaxenue
nHpOpMAIIMK O MEPTBOM TOpofe. SI3biK, CO3HaHUE, KOMMYHUKAYUSL:
C6. crareii / OtB. pen. B.B. Kpacupix, A.U. U3otoB. M.: MAKC IlIpecc, 2018.
Bem. 58. C. 31-44. URL: http://www.philol.msu.ru/~slavphil/books/
jsk 58.pdf

11. Cenisanoséa O. llpobiieMn KOHIIENTYadbHOTO MOJCIIOBAHHSI B
CyYacHMX MOBO3HABYUX CTYyHisX. JIiHegicmuuni cmyoii: 36. HayKosux npayp.
Uepkacu-bpama-Ykpaina. 2006. Bum. 2. C. 7-13.

12. Cmenanos FO.C. Koucranter: CroBapbs pyccKoi KynbTypbl. M.: SI3bIku
pycckoit KyasTyphl, 1997. 824 c.

13. Cmepnun H.A. MopaenupoBaHue KOHIIENTA B JIMHTBOKOHIEIITOJIOTHH.
Medsicoynapoonwiii koHepecc no KOCHUMUGHOU JuHegUCTIUKe: ¢O. MaTEpPUaIOB.
Tam6o0B : U3n-Bo TI'Y um. I'.P. JlepxkaBuna, 2006. C. 77-79.
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7. Additional Resources: Part 9.

Read the excerpts from the article by Anastasiia Be-
liayeva published in Haykosi 3anuckn HanionajabHoro
9 yHiBepcutrery  «OcTpo3bKa aKajeMis). Cepin
«®Dinogoriuna». Bumyck 42. P. 13—16 and get ready to
discuss the procedure of conceptual analysis suggested
by the author

CONCEPTUAL ANALYSIS AND CONCEPT MODELLING
IN CONTRASTIVE LINGUISTICS

1. Introduction. Contrastive analysis works on the basis of the assumption
that the entities to be compared have certain properties in common, that any
differences between them can be laid against this common background. Thus
contrastive analysis should always involve a common platform of reference,
against which contrastive deviations are stated. Depending on this common
platform, or tertium comparationis, the same aspects of language may turn out
to be similar or different [25, p. 16]. Over the last few decades cognitive
approach to language phenomena proved to be applicable to modern contras-
tive analysis. The main advantage of the research performed in the cogni-
tivistic framework is seen in the fact that it essentially aims to reveal and
explain the intricate structure of the conceptual and semantic organization of
human experience [26, p. 120]. The present study aims to outline the theoreti-
cal bases of conceptual analysis and concept modelling that can be utilized in
contrastive studies. The objectives of the article include reviewing concept
analysis and establishing techniques that can be used in contrastive research.
Currently conceptual analysis is not a standardized method but a combination
of different techniques. Most linguists share O. Selivanova’s views on the
purpose of conceptual analysis that seeks to establish cognitive mechanisms of
individual or group consciousness that influence the formation of knowledge
about the objects of real world and results of cognition [11, p. 7]. Conceptual
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analysis is aimed at identifying and understanding the structure of verbalized
concepts in order to determine its properties and specific features, to get
knowledge about the world, traditions and culture. The article outlines the
procedures of conceptual analysis in contrastive study of concept EDUCA-
TION in English, French, Ukrainian, and Russian languages. Research proce-
dures have been put forward by T.V. Lunyova [6], but the contrastive focus
calls for modification of the research procedures. Analysis of the concept
EDUCATION in English, French, Ukrainian, and Russian languages is carried
in several stages.

2. Analysis. In the study EDUCATION is regarded as verbalized concept
that is expressed by the units of language. Consequently, the first stage of the
analysis utilizes the method of key words. At this stage the name of the con-
cept is investigated, with the help of analysis of dictionary definitions, its
lexical compatibility is established. The study of the semantic structure of the
lexical units that verbalize the concept serves as a key to understanding the
mechanisms of conceptualization [5, c¢. 53—55]. Dictionary definitions and
texts are used to establish cognitive properties of the concept. Cognitive
properties form the concept and can be studied with the help of semantic
analysis of lexical units that verbalize the concept and interpretation of associ-
ations that reflect stereotyped knowledge, beliefs, assumptions, evaluation,
expectations that are associated with the phenomenon concept represents [8, p.
102]. Conceptual analysis is linked to the semantic analysis. However, unlike
the latter it involves not only language but also cultural data and studies
meaning in cultural and national context. Thus, conceptual analysis is much
broader than semantic analysis; the latter is regarded as a stage in conceptual
analysis in the present study. For example, concept EDUCATION in English,
French, Ukrainian, and Russian languages is verbalized by key words: educa-
tion, éducation, oceima, obpazosanue. Analysis of semantics of the above
mentioned lexical units and their derivatives leads to singling out such cogni-
tive components in its structure: ‘subject’, ‘process’, ‘result’, ‘discipline’,
‘improvement’, ‘establishment’, ‘training’. Analysis of the structure of the
concept involves singling out a number of components (modes). The nature
and number of components or layers that scholars single in concepts vary
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according to the research objectives. Majority of linguists distinguish three
major components in a concept: notional, perceptive and value layers. The
notional component of a concept is its language representation, its name,
structure and definition, its characteristics as compared to other groups of
concepts. Perceptive component represents visual, auditory, tactile, taste
characteristics of objects or events reflected in human consciousness [3, p. 49;
12, p. 51]. Crucial task of conceptual analysis is to present a concept in sche-
matic form of central (core) layers and the periphery. Researchers agree that the
concept is not a one-dimensional structure. Core of concept is formed by the
cognitive (rational, logical, notional) component and perceptive component
(based on imagery and visual, auditory sensations). Interpretive field of concept
or its periphery contains evaluation of the concept and includes such elements
as figurative component (conceptual metaphor), and axiological (value) compo-
nent. Rational (logical) component of the concept is the result of the process of
conceptualization; it reflects the structure and characteristics of the relevant
phenomena and notions [3, p. 56]. According to R. Langacker, usage of lan-
guage units profile the most significant parts of the content of the concept that
serve as the speaker’s focus of attention [27, p. 145]. In language verbal expli-
cation of the actualized seme serves as the equivalent of profiling
[13, p. 116-117]. In the study of rational (logical) component and perceptive
mode of concept researchers should identify the semes of the names of the
concept that are ‘profiled’ in the context. The study of the structure of rational
(logical) layer of the concept provides researchers with an inventory of its
components that are verbal equivalents of notional components of concept.

For example, cognitive component ‘system’ of concept EDUCATION is
profiled by key words in English, French, Ukrainian, and Russian languages:
He concludes, however, that our employers will not, indeed cannot, change;
therefore the education system must continue to bail them out [28]; Dans son
roman L’Orniere, Hesse montre comment un systeme d’éducation rigide peut
detruire un jeune homme sensible [28]; Cyuacna bacamopienesa cucmema
BUWOT 0CGIMU, NPUPOOHO, B3AEMO36 ’A3AHA 3 OCOOAUBOCMAMU COYIANLHO-
EeKOHOMIYHUX cmpYyKmyp, SKi @yukyionytoms cbo2ooni [4]; Ilpu nodecomoske
npocPamMmbl QOINCHLL ObIMDL YUMEHbL 6Ce MOMEHMbL, C KOMOPLIMU YIHCE CIMAT-
KUBANACh cucmema poccuiicko2o oopazoeanus [9].
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According to some scholars concepts are primarily sensual images that
arise as perceptions and then go through several stages of abstraction to be-
come mental images [7, p. 46—53; 14]. Concepts are structured by selecting the
most prominent features of the empirical analysis of the impact different
fragments of reality (objects, events) have on the perception, emotions. Thus,
the impact of a particular element of objectively existing world on perceptual
or somatic sphere of an individual forms a persistent associative relationship,
which later becomes a concept. The result of these processes is the emergence
of a generalized image, mental «footprint» of the qualities and properties of
the element of the physical world [15, p. 16].

For example, information about education as activity or characteristics of
people encountered by speakers in their daily life form part of perceptive
component of concept EDUCATION in English, French, Ukrainian, and
Russian: They adored her physical beauty but did everything in their power
to educate her mind. Her father tutored her in sports, her mother in litera-
ture and the arts [30, p. 22]; 1l conversa avec sa femme et s ’amusa avec ses
enfants qu’il éduquait de son mieux, mais il n’avait plus rien a dire a ses
parents dont la pensée limitée sous 10 empéchait tout dialogue [33, p. 81];
Ponv 6amukie na niocomosyi dimeit 00 wKonu eeruye3na. 0OPoOCii YieHU
cim’i wacmo camomysicku 2omyioms ma oceiuyroyu ix [4]; bBrazopazymuoiii
pooumens MOU HUYe20 MAaK NPUE’CHO 8 HAC He 00pazoean, xax cepoye.
Bonvuyio wacmos OHA npOCUNCUBAT ¢ HUM, U OH 0OPA308AL CEOUMU NOYUEHU-
amu mou pasym, moe cepoye [9].

Somatic knowledge is involved in conceptualization through the creation
of metaphor. Conceptual metaphors are the result of cognitive operations of
correlation of the structure of the source domain and the target domain
[29, p. 161-162; 31, p. 250]. In cognitive linguistics scholars are interested in
the sources of metaphor and transformations of metaphorical models; they
study metaphorical conceptualization as source of human knowledge about the
world [10].

For example, in English, Ukrainian, and Russian languages EDUCA-
TION is metaphorically perceived as a product: There is a need to whet
society’s appetite for education and training throughout life [28]. It will
awaken a new thirst for education in those not wishing or unable to learn in
a conventional teaching setting [28]; Jloou cnpaeni 3a oceéimorw [4];
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Touamuo, ymo Mol ce200Hs doedaem OCMAMKU COBEMCKOU cucmemMbl 00pa-
306anus, — MouHo max dice bonvuesucmexas Poccus cnauwana doedana, a
noOmMom no-ceoemy 00Cmpouid, MmulCA4eKPAmMHO Y8eauyus, Cucmemy oopaso-
eanus yapckux epemen [9].

Results of human perception are also reflected in evaluation [1, p. 9-17;
2, p. 227]. Analysis of the ways and means by which evaluation of concepts is
verbalized is the study of axiological mode of a concept. It enables scholars to
establish the role and place of the phenomenon in culture because the concept
exists as the unit of reasoning and perception, and the latter involves evalua-
tion [16, p. 8; 21]. Phenomenon of education is evaluated by speakers of
English, Ukrainian, and Russian languages which is evident in axiological
layer of concept EDUCATION: Ten years ago sponsorship might well have
been included in the company’s charity budget, along with health, education
and other good causes [28]; /o moeo oc, cucmema inknro3usHoi oceimu
nO3UMUEHO enausac i Ha bamvkis xeopux dimetl [4]; Ipu npassweii napmuu
KOMMYHUCMO8, 8 CO8emcKoe 8peMs HApoO umel 6ce Oiaza: becniamuoe
obpazoeanue, Oecniamuoe neueHue, OeCnIAmHvle KAPMUpsvl, 00ecne4eHHy1o
cmapocmy, cuacmausoe 0emcmeo [9].

The most significant information about the results of the speakers’ con-
ceptualization can be found in the core of the concept. The latter includes
components that are formed as a result of human cognitive and sensory
perception of the world, rational (logical) and perceptive layers are the core
of the concept. Mental structures that sustain the integrity of the concept
and enable the combination of its core components of different nature are
image schemas [22, c. 29; 32]. Image schemas «help to explain how our
intrinsically embodied mind can at the same time be capable of abstract
thought. As patterns of sensory-motor experience, image schemas play a
crucial role in emergence of meaning and in our ability to engage in abstract
conceptualization and reasoning that is grounded in our bodily engagement
with our environment» [23, p. 15]. Image schema is an embodied prelin-
guistic structure of experience that motivates conceptual metaphor map-
pings, playing an important part in understanding the world. It can be
defined as a dynamic pattern of perceptual interactions and motor programs
that give coherence to experience without which human experience would
be chaotic and incomprehensible [22, p. XIX; 24, p. 207]. Image schemas
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make it possible for people to use the structure of sensory and motor opera-
tions to understand abstract concepts and draw inferences about them. They
are repeated patterns of sensory-motor experience of the individual that are
perceived as a whole [22, p. XIV]. Scientists have created a list of image
schemas presented in the works of T. Clausner and W. Croft [17; 18, p. 15;
19]. For example image schema PROCESS can be found in the core of
concept EDUCATION in English, French, Ukrainina, and Russian lan-
guages: When he finishes his secondary education, Vicente will receive the
principal in the fund, which could be put toward college or starting a
business [28]; Mes parents ont été incapables de gérer correctement mon
education [20, p. 9]; Tinoku epaxysaewiu yci meHOeHyii, a kKpawe —
nepedbauusuiy iXHill 6NAUE HA MAUOYMHI NOOJIL, MU 3MOdHCEMO 3abe3neuumu
eghekmusHy 0C8IMAHCHKY OisIbHICMb, Pe3YIbmamom Kol byde nideomos-
JIeHA, KOHKYPEHMOCHPOMOICHA MOA0OA MIOOUHA, WO NOBHICMIO 8I0N08idac
npoghecitinum i CyCRilbHO-2POMAOCHKUM BUMO2AM MAUOYMHbO20 HCUMMIL
[4]); lo mozo obpazoeanue ceoounocev k noopasicanuio. Pebenka omoasanu
macmepy: HUKMO, HAOO CKA3AMb, MOS0 YYEHUKA HUYeMy He Y4ujl, OH
npocmo 8bINOAHANL HauboNlee mpydoemKue u He mpedyowue ocobblx HA8bL-
K08 0end. KpacKku pacmupa, ye2o-mo 8apui, 4e2o-mo cmpozan [9].

3. Conclusion and Prospects. The combination of different methods of
analysis of the concept allows for their integration into a single method of
study in conceptual analysis. As the concept has a complex structure, the
method of its study has to include a number of methodologies. The structure of
concept EDUCATION can be established following seven stages of analysis:
1) at the first stage the lexical units that verbalize the concept are established,
cognitive properties of the concept are then defined; 2) the second stage
involves analysis of rational (logical) component of the concept structure;
3) at the third stage perceptive component of concept is studied; 4) the fourth
stage deals with the analysis of figurative components of concepts represented
by cognitive metaphors; 5) the fifth stage is modelling axiological (value)
component of concept; 6) sixth stage is comparing the core of the concept;
7) modelling concept structure and comparing it in the contrastive aspect.
The prospect of the research is the study of concept EDUCATION in dis-
course and combining Corpus Linguistics methods with concept analysis
procedures in contrastive studies.
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8. Additional Resources: Part 10.

Read the excerpts from the article by CIiff

. Goddard and Anna Wierzbicka published in
. Philosophica 55 (1995, 1) pp. 37-67 and get ready
J to discuss the idea of conceptual universals as a

‘common measure’ for comparing semantic
systems

KEY WORDS, CULTURE AND COGNITION

1. Introductory remarks.

How much does language influence how we think? How far are the catego-
ries of our language contingent and culture-specific? Few questions are of
greater significance to the social sciences. In this paper we attempt to demon-
strate that linguistic semantics can address these questions with rigour and
precision, by analyzing some examples of cultural ‘key words’ in several
languages. We want to argue for two complementary positions: on the one
hand, that there are enormous differences in the semantic structuring of diffe-
rent languages and that these linguistic differences greatly influence how
people think; but on the other, that all languages share a small set of “universal
concepts’. which can provide a solid basis for cross-cultural understanding and
for the culture-independent formulation of philosophical problems.

The insight that languages and cultures are deeply interconnected is an old
one. For example, in 1690 John Locke observed that in any language there is a
‘great store of words ... which have not any that answer them in another
[language]’. Such language-specific words, he said, represent certain ‘complex
ideas’ which have grown out of ‘the customs and manner of life’ of the people.
He further observed that such complex ideas were ‘collections made and
abstracted by the mind’ and were thus contingent, rather than being the pro-
duct of ‘the steady workmanship of nature’, which would not vary from
culture to culture. This same insight burned bright throughout the German
Romantic tradition, led by Johann Herder and Wilhelm von Humboldt. It was
eventually carried to America in the person of Franz Boas, who founded
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cultural and linguistic anthropology in that country. Boas and his students
could not fail to be impressed by the vast linguistic and cultural differences
between Europe and the New World. So great were differences in the area of
vocabulary alone that, as Edward Sapir observed: ‘Distinctions which seem
inevitable to us may be utterly ignored in languages which reflect an entirely
different type of culture, while these in turn insist on distinctions which are all
but unintelligible to us’. He also pointed out that such differences go far
beyond the names of cultural objects, extending also to the ‘mental world’,
and warned: ‘The philosopher needs to understand language if only to protect
himself against his own language habits’...

On the other hand, it is true that investigations of the relationship
between language, culture and cognition have been greatly hindered by con-
ceptual and methodological difficulties, not least of which is the tendency for
upholders of linguistic relativity to rely on impressionist ‘evidence’ and to
resort to vague and slippery generalizations. To overcome these difficulties,
what is needed is a rigorous and precise method for analyzing conceptual
differences between languages. Such methods can be provided, we believe, by
developments in linguistic semantics, developments which depend (paradoxi-
cally, it might seem) on a theory of semantic universals.

2. Semantic universals.

Critics of Whorf have often pointed out an apparent contradiction in his
thinking. On the one hand, he insisted (or seemed to insist) that we are all of us
trapped in the conceptual prison of our own language; yet, on the other, he went
out of his way to try to explain the exotic conceptual categories of Hopi and other
American Indian languages to an English speaking audience. In truth, however,
Whorf did not believe that all the ‘foundational categories of reality’ are imposed
by one’s culture. In some of his writings at least, he recognized the existence of a
‘common stock of conceptions’, underlying all different languages of the world.
This ‘common stock of conceptions’, he wrote (Whorf 1956: 36) ‘seems to be a
necessary concomitant of the communicability of ideas by language; it holds the
principle of this communicability, and is in a sense the universal language to
which the various specific languages give an entrance.” As Whorf here acknow-
ledges, to compare the meanings of words from different languages requires a
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common measure, in a sense, a ‘universal language’ of culture-independent
concepts. To put it another way: if the meanings of all words were culture specif-
ic, then cultural differences could not be explored at all. The hypothesis of
‘linguistic relativity’ makes sense only if it is combined with a well thought-out
hypothesis of ‘linguistic universality’. Only well-established linguistic and
conceptual universals can provide a valid basis for comparing conceptual sys-
tems entrenched in different languages and for elucidating the meanings which
are encoded in some languages but not in others.

The idea of conceptual universals as a ‘common measure’ for comparing
semantic systems goes back to Leibniz, who wrote of ‘an alphabet of human
thoughts’, meaning by this ‘the catalogue of those concepts which can be
understood by themselves, and by whose combination all our other ideas are
formed’. Similarly, despite his emphasis on the conceptual and grammatical
peculiarities of individual languages Humboldt acknowledged the existence in
grammar and lexicon of a ‘midpoint around which all languages revolve’.
Other champions of linguistic relativity, such as Boas and Sapir, also defended
the idea that there is a universal core of cognition and of language; Boas with
his insistence on ‘the psychic unity of mankind’, and Sapir with his
oft-repeated claim that the ‘fundamental groundwork’ of language is every-
where the same. It should be obvious that the opposition often drawn between
‘relativity’ and ‘universalism’ is spurious (or worse, pernicious). Not only is
there no conflict between an interest in linguistic and conceptual universals
and an interest in the diversity of language-and-culture systems, but in fact to
achieve their purposes these two interests must go hand in hand.

If there are universal concepts, shared between all languages, what are
they? How can they be discovered? Here we will outline an empirically-
oriented approach to linguistic semantics, known as the ‘natural semantic
metalanguage’ (NSM) approach. This approach begins with two assumptions:
first, that in every language there is a finite number of word-meanings
(‘semantic primes’) which are indefinable and in terms of which all the other
complex meanings can be analyzed; and second, that the sets of such semantic
primes coincide across languages. After a great deal of trial-and-error experi-
mentation in diverse areas of semantic analysis, and taking into account a
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number of in-depth cross linguistic studies, nearly sixty such universal
semantic primes have been identified:

Substantives: I, YOU, SOMEONE/PERSON, SOMETHING/THING,
PEOPLE

Determiners: THIS, THE SAME, OTHER

Quantifiers: ONE, TWO, SOME, ALL, MANY/MUCH

Attributes: GOOD, BAD, BIG, SMALL

Mental predicates: THINK, KNOW, WANT, FEEL, SEE, HEAR

Speech: SAY, WORD

Actions, events and movement: DO, HAPPEN, MOVE

Existence: THERE IS

Life and death: LIVE/ALIVE, DIE

Logical concepts: NOT, MAYBE, CAN, BECAUSE, IF, IF ... WOULD

Time: WHEN/TIME, NOW, AFTER, BEFORE, A LONG TIME,
A SHORT

TIME, FOR SOME TIME

Space: WHERE/PLACE, HERE, UNDER, ABOVE, ON (CONTACT);
FAR,

NEAR; SIDE, INSIDE

Intensifier, Augmentor: VERY, MORE

Taxonomy, partonomy: KIND OF, PART OF

Similarity: LIKE

The available evidence suggests that these meanings are not the exclusive
property of the English language, but have exponents in every human lan-
guage. That is, the meanings listed above could equally well be presented as
a list of words in Yankunytjatjara, Malay, Japanese, Russian, Ewe, or any
other language. Two qualifications should be mentioned, however. First, the
equivalents of semantic primes are not always separate ‘words’, in the literal
sense, but may be affixes or fixed phrases (phrasemes).

... Second, polysemy is extremely wide-spread in natural language, and
common everyday words — including indefinables — are particularly likely to be
involved in it. A semantic primitive cannot be identified, therefore, simply by
pointing to an indefinable word. Rather, it must be identified with reference to
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some illustrative sentences. For example, the English word move has at least two
meanings, as illustrated in these two sentences:

() I couldn’t move

(b) Her words moved me.

Of these two meanings, only that in (a) is proposed as a semantic primitive.

The set of semantic primes is intended to be a complete lexicon for seman-
tic analysis. It should contain only expressions which are indefinable and it
should contain all such expressions, making it powerful enough to take on the
full range of complex meanings capable of being expressed in any human
language. The primitives and their rules of combination constitute a kind of
mini-language with the same expressive power as a full natural language;
hence the term ‘natural semantic metalanguage’ (NSM). If a meaning analysis
is composed purely in terms of universal semantic primes it can be readily
‘transposed’ without any loss or distortion of meaning, into Russian, Japanese,
Yankunytjatjara, Ewe, or any other language.

Of course, to say anything meaningful we need not only words: we need
sentences in which words are meaningfully put together. Similarly, to think
something we need not just ‘concepts’: we need meaningful combinations of
concepts. For example, the indefinable word WANT makes sense only if it is
put in a certain syntactic frame, such as ‘I want to do this’. As well as positing
the elements listed above as innate and universal conceptual primitives, the
NSM theory also posits certain innate and universal rules of syntax, in the
sense of universally available combinatorial patterns of primitive concepts.
For example, it is posited that a sentence corresponding exactly in meaning to
‘I want to do this’ can be said in any language, notwithstanding that there may
be various language-specific formal features involved.

To illustrate: in Russian the equivalent sentence to ‘/ want to do this’ is
51 xouy smo coenams’. A matches with I, xouy with WANT, smo with THIS,
and coerams with DO; the combination s xouyy matches with I WANT, the
combination smo coerams matches with TO DO THIS, and the whole combi-
nation s xouy amo coerams matches with the whole combination I WANT TO
DO THIS. The various formal differences between the English and Russian
sentences (for example, the fact that xouy occurs in a specifically first-person
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singular’ form) do not detract in the least from their overall semantic equiva-
lence, which is based on the equivalence of the primitives themselves and of the
rules for their combination ...

The discovery that there is indeed a universal core of linguistically
embodied ‘common conceptions’ (as Leibniz, Boas, Sapir, and Wharf had
speculated was the case), means that there are no utterly irreconcilable
conceptual differences between languages. Cultural differences between
human groups do not reside in the existence of some basic concepts in one
cultural group and their absence in another, but rather in the ways in which
the shared pool of basic concepts is utilized. From this point of view, it can
be said that modern linguistic semantics provides strong empirical evidence
in favour of the ‘psychic unity of mankind’ and against the thesis that there
are impenetrable differences between conceptual systems.

On the other hand, the absence of any essential ‘qualitative’ differences
between conceptual systems does not mean that the real differences are insig-
nificant. The ‘psychic unity’ pertains only to the most fundamental level of
conceptual structure, the level of semantic primes. When we turn our attention
away from these few score basic concepts to the huge numbers of complex
concepts in any language, we immediately encounter large differences be-
tween cultural groups.

3. Concepts as artefacts of cultural history.

Consider the domain of food. It is clearly not an accident that, for example,
Polish has special words for cabbage stew bigos, beetroot soup barszcz and
plum jam powidla, which English does not; or that Japanesehas a word sake
for a strong alcoholic drink made from rice; or that thenomadic Pitjantjatjara
have a word #irpika for a bed of leafy sprigs to putcuts of meat on after a
hunted animal has been butchered. Few people find examples of this kind
surprising.

It is also widely known that there are customs and social institutions which
have specific names in one language but not in others, and no-one considers
this accidental either. Consider, for example, the German noun Bruderschajt,
which Harrap’s German and English Dictionary glosses laboriously as
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‘(to drink) the pledge of ‘brotherhood’ with someone (subsequently addressing
each other as du),. Clearly, the absence of a word meaning Bruderschajt in
English has something to do with the fact that English no longer makes a
distinction between an intimate/familiar ‘thou’ and a more distant ‘you’; and
that English-speaking societies do not have a common ritual of pledging
friendship through drinking. Similarly, it is no accident that English doesn’t
have a word corresponding to Japanese miai, referring to a formal occasion
when the prospective bride and her family meet for the first time the prospec-
tive bridegroom and his family; or a word corresponding to Pitjantjatjara
alpiri, referring to the style of public speaking practiced in the early morning
as people are waking up around their campfires.

What is less widely appreciated is that what applies to material culture, and
to social rituals and institutions, applies also to people’s ideas about human
nature and to their values and ideals about life. In this section we illustrate the
claim that culture-specific concepts differ significantly in their content, and
also the point of Sapir’s (1949) assertion that ‘linguistics is of strategic
importance to the social science’, with an examination of two areas of lexical
variation in abstract vocabulary: ethno-psychological concepts and ‘ethno-
ethical concepts’.
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Abbreviation is part of the study of word-formation, distinguishing sever-
al ways in which words can be shortened. Initialisms or alphabetisms reflect
the separate pronunciation of the initial letters of the constituent words
(TV, COD); acronyms are pronounced as single words (NATO, laser); clipped
forms or clippings are reductions of longer forms, usually removing the end of
the word (ad from advertisement), but sometimes the beginning (plane), or
both beginning and ending together (flu); and blends combine parts of two
words (sitcom, motel).

Acceptability denotes the extent to which linguistic data would be judged
by native-speakers to be possible in their language.

Affix is the collective term for the types of formative that can be used
only when added to another morpheme (the root or stem), i.e. affixes are a
type of ‘bound’ morpheme. Affixes are limited in number in a language, and
are generally classified into three types, depending on their position with
reference to the root or stem of the word: those which are added to the begin-
ning of a root/stem (prefixes), e.g. un-happy; those which follow (suffixes),
e.g. happ-iness; and those which occur within a root/stem (infixes). Less
common terms include circumfix or ambifix, for a combination of prefix and
suffix (as in en-light-en). The morphological process whereby grammatical
or lexical information is added to a stem is known as affixation (‘prefixa-
tion’, ‘suffixation’, ‘infixation’). From an alternative point of view, affixes
may be divided into inflectional and derivational types.

Analytic is a term which characterizes a type of language established by
comparative linguistics using structural (as opposed to diachronic) criteria, and
focusing on the characteristics of the word: in analytic languages, all the words
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are invariable (and syntactic relationships are shown primarily by word-order).
The term is seen in opposition to synthetic (and sometimes also polysynthetic)
languages (which include agglutinative and inflecting types), where words
typically contain more than one morpheme. Different languages will display the
characteristic of analyticity to a greater or lesser degree.

Antonymy is a term used in semantics as part of the study of oppositeness
of meaning. Antonymy is one of a set of semantic relations recognized in
some analyses of meaning, along with synonymy, hyponymy and others. In its
most general sense, it refers collectively to all types of semantic oppositeness
(antonyms), with various subdivisions then being made (e.g. between graded
antonyms, such as big ~ small, where there are degrees of difference, and
ungraded antonyms, such as single ~ married, where there is an either/or
contrast). Some linguists (e.g. the British linguist John Lyons) have reserved
the term for a particular type of oppositeness: graded antonyms are referred to
as ‘antonyms’, the other type just illustrated being referred to as antiformant
complementaries. It is a matter of controversy how many types of opposites
one should usefully recognize in semantic analysis, and the use of the term
‘antonym’ must always be viewed with caution.

Archaism is a term used in relation to any domain of language structure for
an old word or phrase no longer in general spoken or written use. Archaisms are
found for example in poetry, nursery rhymes, historical novels, biblical transla-
tions and place names. Archaic vocabulary in English includes damsel, hither,
oft, yon; in Ukrainian: ycma, pams, 8epmozpad, 8oi, niim, 31amo.

Asterisk is used in linguistics to mark a linguistic construction that is unac-
ceptable or ungrammatical, e.g. *man do been go. An asterisked word (or ‘starred
word’) is a form which cannot occur in a language, e.g. *hoodneighbour.

Back-formation is a term used in word-formation studies to refer to an
abnormal type of word-formation where a shorter word is derived by deleting an
imagined affix from a longer form already present in the language. Edit, for
example, comes from editor, and not the other way round. This derivation
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presumably took place because native-speakers saw an analogy between editor
and other words where a normal derivational process had taken place, e.g.
credit/creditor, inspect/inspector, act/actor, the nouns being in each case formed
from the verbs. The derivation of edit thus reverses the expected derivational
pattern, hence the term ‘back-formation’.

Bahuvrihi is a Sanskrit term (lit., having much rice, equiv. to bahu- much +
vrihi rice) used to name the type of compound word of which it is an example
(denoting a rich man). It is a compound noun or adjective consisting of two
constituents, the first of which is adjectival and describes the person or object
denoted by the second, which is nominal. The compound as a whole denotes or
describes a person or object having what is denoted by the second element, as
bonehead, heavy-handed, redcoat but an entity is characterized without either
of the constituents directly naming it. It is also called an exocentric or posses-
sive compound. Examples include loudmouth (a person ‘whose mouth speaks
loudly’) and scarecrow (an object whose job is to ‘scare crows’).

Base (or stem) is what remains when functional affix is stripped from the
word. For example, in unhappy the base form is happy; if -ness is then added to
unhappy, the whole of this item would be considered the base to which the new
affix is attached. In many cases, the base is also the root. The principles of
singling out bases and roots are different. Roots are semantic cores of words.
Bases are directly connected with inflectional affixes, thus singled out on the
structural principle. Root and stem can coincide.

Blending is a process found in the analysis of grammatical and lexical
constructions, in which two elements which do not normally co-occur, accor-
ding to the rules of the language, come together within a single linguistic unit
(a blend).

Borrowing is a term used in lexicology to refer to a linguistic form taken
over by one language or dialect from another; such borrowings are usually
known as ‘loan words’ (e.g. restaurant, bonhomie, chagrin, which have come
into English from French), and several types have been recognized.
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Bound is a term used as part of the classification of morphemes; opposed to
free. A bound morpheme (or bound form) is one which cannot occur on its
own as a separate word, e.g. the various affixes de-, -tion, -ize, etc.

Cognitive is a term sometimes used in semantics as part of a classification
of types of meaning. Cognitive meaning refers to those aspects of meaning
which relate directly to denotations of lexical items and the propositional
content of sentences, and thus corresponds to an intellectually objective level
of interpretation, as opposed to one where emotional or subjective interpreta-
tion is involved. Alternative terms include denotative and referential; opposite
terms include emotive and connotative.

Cognitive linguistics is defined as a study of langauge in connection with
different human facilities which include perception, catgorization, memory,
thinking etc.

Cognitive semantics is the area of study concerned with the investigation of
the relationship between the experience, the conceptual system, and the seman-
tic structure encoded by language. This semantic theory identifies meaning with
conceptualization — the structures and processes which are part of mental
experience. The theory stresses the importance of bodily experience in con-
cepualization. It operates with an encyclopedic view of meaning, not recogni-
zing a clear boundary between linguistic and general knowledge. Lexical items,
which act as pointers or triggers for encyclopedic knowledge, are therefore
typically polysemous, and analysed as a network of related senses. The theory
identifies a number of processes such as metaphor and metonymy as general
cognitive processes rather than purely linguistic devices. A central notion is
how a conceptual content is ‘construed’: the construal of a lexical item depends
on several factors, including the ‘cognitive domains’ in which it appears
(e.g. space, time, colour) and variations in perspective and salience.

Collocation is a term used in lexicology to refer to the habitual
co-occurrence of individual lexical items. For example, auspicious collocates
with occasion, event, sign, etc.; and letter collocates with alphabet, graphic,
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etc., on the one hand, and postman, pillarbox, etc., on the other. Collocations
are, then, a type of syntagmatic lexical relation. They are linguistically
predictable to a greater or lesser extent.

Comparative concepts are concepts created by comparative linguists
for the purpose of formulating readily testable cross-linguistic generaliza-
tions. They are used to describe specific aspects of linguistic systems, e.g.
subject, case, (past/present/future) temse, etc. For instance, a subject in
German does not have precisely the (system-internal) properties of a subject
in English. Still, subject can be used as a comparative concept, in the sense
of ,,grammaticalized neutralization over specific types of semantic roles”
(Haspelmath 2008)

Comparative Linguistics is a term used to characterize a major branch
of linguistics, in which the primary concern is to make statements compa-
ring the characteristics of different languages (dialects, varieties, etc.), or
different historical states of a language. During the nineteenth century, the
concern for comparative analysis was exclusively historical, as scholars
investigated the relationships between such families of languages as San-
skrit, Greek, Latin, their hypothetical antecedents (i.e. the proto-language
from which such families developed), and the subsequent processes which
led to the formation of the language groups of the present day. Early twen-
tieth-century linguistics switched from a diachronic to a synchronic empha-
sis in language analysis, and, while not excluding historical studies,
contrastive linguistics these days is generally taken up with the theoretical
and practical analysis of the structural correspondences between living
languages, regardless of their history.

Comparison is the identification of similarities and differences between
two or more categories along a specific (set of) dimension(s). The categories
compared must be of the same type, i.e. there has to be a set of properties that
they have in common, or a superordinate category containing them. One major
challenge for comparative linguistics thus is to determine the nature of that
superordinate category for any pair of categories under comparison.
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Compound is a term used in lexicology to refer to a linguistic unit which
is composed of elements that function independently in other circumstances.
Of particular currency are the notions of compounding found in ‘compound
words’ (consisting of two or more free morphemes, as in such ‘compound
nouns’ as bedroom, rainfall and washing machine) but other applications of
the term exist, as in ‘compound verbs’ (e.g. come in).

Conceptual metaphor is a theory, associated with cognitive semantics,
in which metaphor is seen as a process of understanding one conceptual
domain in terms of another. A typical metaphor is a mapping between a
better-known, more concrete conceptual domain (the ‘source domain’) and
the conceptual domain which it helps to organize (the ‘target domain’).
Thus a conceptual metaphor such as THEORIES ARE BUILDINGS, as
described by George Lakoff and Mark Johnson has physical objects as
source and abstract mental entities as target, and gives rise to an open set of
linguistic metaphors, such as Your theories lack foundation and He needs to
construct a stronger argument. In its view of metaphor as a general cogni-
tive process, this approach contrasts with the purely stylistic account of
metaphor, with its distinction between literal and figurative meaning, and its
focus on rhetorical and literary contexts.

Connotation is a term used in semantics as part of a classification of types
of meaning; opposed to denotation. Its main application is with reference to
the emotional associations (personal or communal) which are suggested by, or
are part of the meaning of, a linguistic unit, especially a lexical item. Denota-
tion, by contrast, covers the relationship between a linguistic unit and the non-
linguistic entities to which it refers. For example, the connotations of the
lexical item December might include ‘bad weather’, ‘dark evenings’, etc.
(for north Europeans, at least), or ‘parties’, ‘Christmas’, etc. Alternative terms
for connotative meaning include affective and emotive.

Context is used in linguistics to refer to specific parts of an utterance
(or text) near or adjacent to a unit which is the focus of attention. The occur-
rence of a unit (e.g. a sound, word) is partly or wholly determined by its
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context, which is specified in terms of the unit’s relations, i.e. the other fea-
tures with which it combines as a sequence. The everyday sense of the term is
related to this, as when one ‘puts a word in context’ (contextualizes), in order
to clarify the meaning intended, as in dictionary entries. Providing a context in
this way is referred to as contextualization. Words, it is suggested, have
meaning only when seen in context.

Contrastive analysis is traditionally defined as a method which helps the
analyst to ascertain in which aspects the two languages are alike and in which
they differ. It includes two main processes — description and comparison, set
up in four basic steps: a) assembling the data; b) formulating the description;
¢) supplementing the data as required; d) formulating the contrasts.

The term is also used to denone a general approach to the investigation of
language (contrastive linguistics), particularly as carried on in certain areas of
applied linguistics, such as foreign-language teaching and translation. In a
contrastive analysis of two languages, the points of structural difference are
identified, and these are then studied as areas of potential difficulty (interfe-
rence or ‘negative transfer’) in foreign-language learning. The claim that these
differences are the source of difficulty in foreign-language learning, and thus
govern the progress of the learner, is known as the contrastive analysis
hypothesis.

Contrastive Linguistics is a particular linguistic enterprise within the field
of descriptive synchronic comparative linguistics aimed at producing descrip-
tion of one language from the perspective of another and concerned with in
depth analysis of similarities and contrasts that hold between them.

Contrastive Lexicology is a subdiscipline of contrastive linguistics which
deals with synchronic contrastive analysis of lexis of two or more languages. It
is concerned with the analysis of language vocabularies and lexical items with
respect to their structural, semantic and functional features. Its essential task is
to examine how human experience is reflected in the lexical units of languages
compared. The linguist will do this by examining whether and to what extent
the words of one language can be said to be ‘translational equivalents’ or
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‘interlingual synonyms’. For an item of one language to be fully equivalent to
an item of another language (to be an interlingual synonym), both must have
identical communicative value in comparable linguistic contexts and in com-
parable situations, i.e. they must convey the same conceptual content, have the
same connotations, belong to the same language variety and enter into compa-
rable connotations. The term ‘translational equivalence’ is, however, often
used in a weaker sense, i.e. the relation that holds between lexical units which
are regularly used as translations of each other and are presented as such in
bilingual dictionaries. Contrastive lexicological analysis can be also conducted
of the formal level (word-building) and the level of functioning (stylistic
differentiation of the vocabulary).

Contrastive Pragmatics is the type of study within contrastive linguistics
which deals with cross-cultural and cross-linguistic pragmatic differences and
similarities. Contrastive pragmatics, studies how language use varies across
languages and cultures taking into consideration the context (place and time of
communication) and the wusers: relation between speaker and hearer;
communicative goals of users; world knowledge of users; users’ pragmatic
competence. Despite the pragmatic principles that exist across languages, the
ways people abide by in one language to realize communicative functions are
often different in another and the task of contrastive pragmatics is to discover
those differences.

Contrastive study of concepts is the technique that should provide the
explication of cognitive procedures applied by the subject when interpreting
culturally meaningful reference of lingual signs which is obtained from all
means of denotative-connotative presentation of cultural senses.

Conversion is a term used in the study of word-formation to refer to the
derivational process whereby an item comes to belong to a new word-class
without the addition of an affix, e.g. verbs/nouns: smell/taste/hit/walk/bottle/
brake; adjectives/verbs: dirty/empty/lower. Some scholars distinguish between
full conversion and partial conversion — the latter being cases where only some
of the characteristics of the new word-class are adopted (e.g. the rich).
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Culture is the term most commonly used to designate the sum total of
knowledge, attitudes and values which inform a society or characterize an
individual. In this sense, culture is the product of human achievements and is
directly related to the human power of transformation. The arts belong to
culture, as do thought products in general or, for that matter, culture is
anything produced by human beings.

Denotation is a term used in semantics as part of a classification of types of
meaning; often opposed to connotation. It has been given different though
overlapping uses in philosophy and branches of linguistics, so it has to be used
with care. In one sense, in traditional linguistic terminology, denotational mea-
ning equates roughly with literal meaning, contrasting with the subjective and
personal associations of connotation. For example, the denotation of dog would
be its dictionary definition of ‘canine quadruped’, etc., while its connotations
might include ‘friend’, ‘helper’, ‘competition’, etc. In a second sense, the denota-
tion of an expression is the set of entities that it properly applies to or identifies;
so for dog this is the set of all actual dogs. In this case it is equivalent to exten-
sion. In a third usage, the denotation of an expression is the set of properties that
something has to have to allow the expression to be applied to it. In this case it is
equivalent to intension.

Derivation is a term used in lexicology/morphology to refer to one of the
two main categories or processes of word-formation (derivational morpholo-
gy), the other being inflection(al); also sometimes called derivatology. These
terms also apply to the two types of affix involved in word-formation. Basical-
ly, the result of a derivational process is a new word (e.g. nation = national),
whereas the result of an inflectional (or non-derivational) process is a
different form of the same word (e.g. nations, nationals). Derivational
affixes can change the grammatical class of morphemes to which they are
attached (as in suffixation, e.g. -tion is a noun-forming derivational suffix);
they also usually occur closer to the root morpheme than do inflections, e.g.
nation-al-ize + -ing/-s/-d. Often they have independently stateable lexical
meanings (e.g. mini-, sub-), though these are not always easy to identify
(e.g. -er). The combination of root and derivational affixes is usually referred
to as the stem of the word, i.e. the element to which inflections are attached.
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Derivational affix is the type of affix that serves to convey lexical mean-
ing and unlike inflexional affixes derivational affixes characteris-
tically change the category and/or the type of meaning of the form to which
they apply and are therefore create a new word.

Derivational paradigm is a complete set of all the various words formed
from another word or base by the addition of a derivational affix), e.g. love,
lovely, loveliness, loveless, lover, loving, lovingly, lovable, beloved

Diminutive is a term used in morphology to refer to an affix with the gen-
eral meaning of ‘little’, used literally or metaphorically (as a term of endear-
ment). Examples include -ino in Italian, -zinho in Portuguese, -/et in English,
-envk in Ukrainian. The term is usually contrasted with augmenttative.

Distribution is a general term used in linguistics to refer to the total set of
linguistic contexts, or environments, in which a unit (such as a phoneme, a
morpheme or a word) can occur. Every linguistic unit, it is said, has a charac-
teristic distribution. A distributional analysis would plot the places in larger
linguistic units where smaller units occur, such as the distribution of phonemes
within a syllable or word, or of words within a sentence.

Endocentric compound is a type of compound which one member
functions as the head and the other as its modifier, attributing a property to
the head. The relation between the members of an endocentric compound can
be schematized as ‘AB is (a) B’. For example, the English compound
steamboat as compared with boat is a modified, expanded version of boat
with its range of usage restricted, so that steamboat will be found in basically
the same semantic contexts as the noun boat. The compound also retains the
primary syntactic features of boat, since both are nouns. Hence, a steamboat
is a particular type of boat, where the class of steamboats is a subclass of the
class of boats.

Equivalence in contrastive linguistics is understood as the content adequa-
cy of the two lingual units of different levels with possible deviations in terms
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of structure. Types: 1) referential equivalence (when compared languages have
signs for representation of the same referent); 2) conceptual equivalence
(as soon as the cases of notion/concept coincidence are few, this type of
equivalence is quite limited); contextual equivalence; situational equivalence.

Etymology is the term used for the study of the origins and history of the
form and meaning of words. In so far as etymology derives its methods from
linguistics (especially semantics), it may be seen as a branch of historical linguis-
tics. The linguistic form from which a later form derives is known as its etymon.

Euphemism (Greek ebonuiopdc — mild expression, from €b — well and
onuilo — praise, glorify) is a word or phrase used for indirect, particularly, mild
and polite designation of some objects, phenomena or actions to avoid using their
already existing primary names which would be better logically motivated. The
sources of euphemisms are the taboo phenomena and the desire to substitute
some names by their neutral, “positive” or “negative” equivalents. For example,
Ukr.: neposymnuii (instead of oypruii), na 3aciysrcenuti ionouuHoK (Ha neuciio),
niwoe 3 olcumms (nomep), 3uaumucs (napooumucs);, Eng.: queer (mad),
deceased (dead), elevated (drunk).

Exocentric compound is a compound construction that lacks a head
word, that is, the construction as a whole is not grammatically and/or semanti-
cally equivalent to either of its parts. Also called a headless compound. Contrast
with endocentric compound (a construction that fulfills the same linguistic
function as one of its parts). Most compounds in English are endocentric, that is,
one of the elements (typically the right-hand element) is the head of the
construction. Headedness is shown most clearly by hyponymy: the compound as
a whole is a hyponym of its head. For example, traffic-light is a hyponym of
light, but not a hyponym of traffic. In Ukrainian compounds take their declension
class or gender from those of the head element, but in English this is not
particularly important. An exocentric compound lacks a head (or ‘centre’)
external to the compound itself. English examples such as redhead ‘a person
with red hair’, flat-foot ‘policemen (slang)’ and egghead ‘intellectual’ abound.
The first person to extend the notion of exocentricity from syntax to the
morphological form of compounds was Leonard Bloomfield.
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Extralingual in its most general sense, refers to anything in the world
(other than language) in relation to which language is used — the extralingual
situation. The term extralingual features is used both generally, to refer to
any properties of such situations, and also specifically, to refer to properties of
communication which are not clearly analysable in linguistic terms, e.g.
gestures, tones of voice. Some linguists refer to the former class of features as
metalingual; others refer to the latter class as paralingual.

False friends in contrastive lexicology is a term describing words in dif-
ferent languages which resemble each other in form, but which express differ-
ent meanings; also called false cognates, and often known by the French
equivalent expression faux amis /fo:za’'mi:/. Examples include French
demander, which translates into English as ‘to request’ not ‘to demand’, and
Italian caldo which translates as ‘warm’ not ‘cold’.

Feature is a term used in linguistics to refer to any typical or noticeable
property of spoken or written language. Two entities are similar if they share
at least one feature and two entities are the same if neither has features that the
other lacks. Features are classified in terms of the various levels of linguistic
analysis.

Field is a term used in semantics to refer to the vocabulary of a language
viewed as a system of interrelated lexical networks, and not as an inventory of
independent items. The theory of semantic fields (field theory) was developed
in Europe in the 1930s (especially by Jost Trier (1894—1970), and later Johann
Leo Weisgerber (1899-1985)). Conceptual fields (e.g. colour, kinship) are
1solated, and the lexical items used to refer to the various features of these fields
are analysed in terms of a network of sense relations. This network constitutes
the lexical structure of the semantic (or ‘lexical’) field.

Free is a term used in a range of linguistic contexts to refer to a linguistic
feature lacking a specific type of formal constraint. For example, a free form
or free morpheme is a minimal unit which can be used as a word without the
need for further morphological modification (opposed to bound).
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Homography is a term used in semantic analysis to refer to words which
have the same spelling but differ in meaning. Homographs are a type of
homonymy. Homography is illustrated from such pairs as wind (blowing) and
wind (a clock). When there is ambiguity on account of this identity, a homo-
graphic clash or ‘conflict’ is said to have occurred.

Homonymy is a term used in semantic analysis to refer to lexical items
which have the same form but differ in meaning. Homonyms are illustrated
from the various meanings of bear (= animal, carry) or ear (of body, of corn).
In these examples, the identity covers both spoken and written forms, but it is
possible to have partial homonymy (or heteronymy), where the identity is
within a single medium, as in homophony and homography. When there is
ambiguity between homonyms (whether non-deliberate or contrived, as in
riddles and puns), a homonymic clash or conflict is said to have occurred.

Homophony is a term used in semantic analysis to refer to words which
have the same pronunciation, but differ in meaning. Homophones are a type
of homonymy. Homophony is illustrated from such pairs as threw/through
and rode/rowed. When there is ambiguity on account of this identity, a
homophonic clash or conflict is said to have occurred.

Hyperbole is the result of the semantic process when a linguistic unit ren-
ders a deliberate exaggeration used to make something sound much
more impressive than it really is, e.g. he embraced her a thousand times, mile-
high ice-cream cones

Hyponymy is a term used in semantics as part of the study of the sense rela-
tions which relate lexical items. Hyponymy is the relationship which obtains
between specific and general lexical items, such that the former is ‘included’ in
the latter (i.e. ‘is a hyponym of the latter). For example, cat is a hyponym of
animal, flute of instrument, chair of furniture, and so on. In each case, there is a
superordinate term (sometimes called a hypernym or hyperonym), with refe-
rence to which the subordinate term can be defined, as is the usual practice in
dictionary definitions (‘a cat is a type of animal ...”). Hyponymy is distinguished
from such other sense relations as synonymy, antonymy and meronymy.
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Idiom is a term used in lexicology to refer to a sequence of words which is
semantically and often syntactically restricted, so that they function as a single
unit. From a semantic viewpoint, the meanings of the individual words cannot
be summed to produce the meaning of the idiomatic expression as a whole.

Infix is a type of affix inserted within stems in a compound or a morpheme
without independent meaning placed between the stem and derivational or
inflexional affix. English has almost no true infixes but in Ukrainian there are
about 30 interfixes. Compounds are commonly formed with interfixes -o, -e,
-€, e.g., byp-e-giii, ckn1-0-0ys and they facilitate adaptation of borrowings like
in epueop-(ian)-cok-uil, Oeno-(8)-eyvb, Opam-(am)-uyn-uil, MeKCUK-(ar)-eyb
and others.

Inflectional affix is the type of affix that serves to convey grammatical
meaning. Basically, the result of a derivational process is a new word (e.g. nation
= national), whereas the result of an inflectional (or non-derivational) process
is a different form of the same word (e.g. nations, nationals).

Inflectional paradigm is a complete set of all the various grammatical forms
characteristic of a word, e.g. near, nearer, nearest, son, sons, son’s, sons’.

Interpretation is a part of the analysis and production phase in the intelli-
gence process in which the significance of information is judged in relation to
the current body of knowledge. It involves the operations of recognition and
identification. ‘Re’-cognition or ‘re’-discovery (in this sense contrary to
acquiring knowledge) is an act of comparing a proposition with what is
already known. Recognition as comparison, furthermore, necessarily compris-
es identifying, in any particular utterance, all or parts of a truth one already
possesses. Interpreting any statement means weighing what one already knows
to be true against what is being proposed and deciding in the light of this on its
meaning and accuracy.

Item ia a term used in linguistics to refer to an individual linguistic form,
from the viewpoint of its occurrence in an inventory and not in a classification.
For example, the vocabulary of a language, as listed in a dictionary, can be
seen as a set of ‘lexical items’ (e.g. the headwords in this dictionary).
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Irony (from Greek sipwveio — mockery) is the type of the semantic change
which occurs when a word with a positive or assertive connotation (in a wide
sense) is used to denote opposite characteristics. It is usually pronounced with
a specific intonation, which in written form can be marked by inverted com-
mas. For example, Ukr.: cesmuii ma b6oorcuti, uacmysamu (naiuyeio), Hacopo-
oumu (cmycanom), bamanis (ceapka, oitika), Eng.: a pretty mess.

Language universal is a postulated linguistic feature or property which is
shared by all languages, or by all language and which is independent from
historical transmission or language contact. Types: 1) absolute universals:
shared by all natural languages; 2) implicational universals: feature A and
feature B exist in a language: 2.1) unilateral universals: if feature A exists,
feature B exists but not vice versa; 2.2) bilateral/ equivalent universals;
3) statistic/frequence universals: a feature exists with a probability higher
than chance.

Lexeme is a term used by some linguists to refer to the minimal distinctive
unit in the semantic system of a language. Its original motivation was to
reduce the ambiguity of the term word, which applied to orthogra-
phic/phonological, grammatical and lexical levels, and to devise a more
appropriate term for use in the context of discussing a language’s vocabulary.
The lexeme is thus postulated as the abstract unit underlying such sets of
grammatical variants as walk, walks, walking, walked, or big, bigger, biggest.
Idiomatic phrases, by this definition, are also considered lexemic (e.g. kick the
bucket (= ‘die’)). Lexemes are the units which are conventionally listed in
dictionaries as separate entries.

Lexical Contrastive Analysis is carried out between the vocabulary sys-
tem(s) of two or more languages. It is concerned with the way lexical items in
one language are expressed in another language. This can be done through
identifying both the semantic fields and the semantic properties in order to
specify the divisions and sub-divisions of the lexicon. Lexical CA may result
in complete, partial, or nil equivalence between languages.
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Lexicology is a separate branch of linguistics concerned with a) the sign
nature, meaning and use of words; b) some important questions about the
interpretation and evaluation of the vocabulary of a language.

Lexicon is a total stock of morphemes in a language that account for all the
phonetic forms of a language. In most general sense the term which is syno-
nymous with vocabulary. A dictionary can be seen as a set of lexical entries.
The lexicon refers to the information about the properties of the lexical items
in a language, i.e. their specification semantically, syntactically and phonolo-
gically. The mental lexicon is the stored mental representation of what we
know about the lexical items in our language.

Lexis is a term used in linguistics to refer to the vocabulary of a language,
and used adjectivally in a variety of technical phrases. A unit of vocabulary is
generally referred to as a lexical item, or lexeme. A complete inventory of the
lexical items of a language constitutes that language’s dictionary, or lexicon.
Items are listed ‘in the lexicon’ as a set of lexical entries. The way lexical
items are organized in a language is the lexical structure or lexical system.
A group of items used to identify the network of contrasts in a specific seman-
tic or lexical field (e.g. cooking, colour) may also be called a ‘lexical system’.
Specific groups of items, sharing certain formal or semantic features, are
known as lexical sets. The absence of a lexeme at a specific structural place in
a language’s lexical field is called a lexical gap (e.g. brother v. sister, son v.
daughter, etc., but no separate lexemes for ‘male’ v. ‘female’ cousin).
In comparing languages, it may be said that one language may lexicalize a
contrast, whereas another may not.

Litotes (from Greek Atdtng — simplicity) is a type of the semantic change
aimed at making the statement less categorical through the use of indirect
designation of a certain notion, namely through the negation of the notion that
is opposite to the given, for example, Ukr.: ne 3anepeuyio (nocoodoicyiocs),
Hegadicko (neeko); Eng.: no coward, not bad
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Markedness is an analytic principle in linguistics whereby pairs of linguistic
features, seen as oppositions, are given different values of positive (marked) and
neutral or negative (unmarked). In its most general sense, this distinction refers
to the presence versus the absence of a particular linguistic feature.

Meaning is the basic notion used in linguistics both as a datum and as a crite-
rion of analysis: linguists study meaning, and also use meaning as a criterion for
studying other aspects of language (especially through such notions as contras-
tivity and distinctiveness). The topic of ‘meaning’ in the context of language,
however, necessitates reference to non-linguistic factors, such as thought, situa-
tion, knowledge, intention and use. When the emphasis is on the relationship
between language, on the one hand, and the entities, events, states of affairs, etc.,
which are external to speakers and their language, on the other, terms such as
‘referential/descripttive/denotative/extensional/factual/ objective meaning’ have
been used. When the emphasis is on the relationship between language and the
mental state of the speaker, two sets of terms are used: the personal, emotional
aspects are handled by such terms as ‘attitudinal/affective/connotative/
emotive/expressive meaning’; the intellectual, factual aspects involve such terms
as ‘cognitive/ideational meaning’. When the emphasis is on the way variations in
the extralinguistic situation affect the understanding and interpretation of lan-
guage, terms such as ‘contextual/functional/interpersonal/social/ situational’ have
been used. The term semantic meaning may be used whenever one wants to
emphasize the content, as opposed to the form or reference, of linguistic units.

Meronymy is a term used in lexicology as part of the study of the sense
relations which relate lexical items. Meronymy is the relationship which
obtains between ‘parts’ and ‘wholes’, such as wheel and car or leg and knee.
‘X is a part of Y’ (= X is a meronym of Y) contrasts especially with the ‘X is
a kind of Y’ relationship (hyponymy).

Metalanguage is a language that is unique to a particular branch of
knowledge. It is composed of the specialized concepts or terminology needed
to define the discipline. Medicine, for example, has its own metalanguage, as
does the science of law, literature etc. Linguistics, as other sciences, uses
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metalanguage in the sense of a higher-level language for describing an object
of study — in this case the object of study is itself language. The meanings of
terms used in a metalanguage tend to be stable, i.e. independent (as far as
possible) of any specific context. The subject of this glossary is linguistic
metalanguage.

Metaphor is a term used in lexicology and stylistics, referring to the result
of the process in which the name of an entity is transferred to another entity
because of their similarity in some respect or capacity.

Metonymy is a term used in lexicology and stylistics, referring to the re-
sult of the process in which the name of an attribute of an entity is used in
place of the entity itself. People are using metonyms when they talk about /e
bottle (for the drinking of alcohol) or the violins (in The second violins are

playing well).

Model is a specially designed formal representation of the structural and
functional characteristics of an object of study. Models are used in order to
explain a theory, to simulate a process or to illustrate the functionning of an
object of study.

Morpheme is the minimal distinctive unit of grammar, and the central
concern of morphology. Its original motivation was as an alternative to the
notion of the word, which had proved to be difficult to work with in com-
paring languages. Words, moreover, could be quite complex in structure,
and there was a need for a single concept to interrelate such notions as root,
prefix, compound, etc. The morpheme, accordingly, was seen primarily as
the smallest functioning unit in the composition of words. Morphemes are
commonly classified into free forms (morphemes which can occur as sepa-
rate words) and bound forms (morphemes which cannot so occur — mainly
affixes): thus unselfish consists of the three morphemes un, self and ish, of
which self is a free form, un- and -ish bound forms. A word consisting of a
single (free) morpheme is a monomorphemic word; its opposite is polymor-
phemic. A further distinction may be made between lexical and grammatical
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morphemes; the former are morphemes used for the construction of new
words in a language, such as in compound words (e.g. blackbird), and
affixes such as -ship, -ize; the latter are morphemes used to express gram-
matical relationships between a word and its context, such as plurality or
past tense (i.e. the inflections on words).

Natural Semantic Metalanguage (NSM) is a decompositional system of
meaning representation based on empirically established universal semantic
primes, i.e., simple indefinable meanings which appear to be present as identi-
fiable word-meanings in all languages

Nonce is a term describing a linguistic form which a speaker consciously
invents or accidentally uses on a single occasion: a nonce word or a nonce
formation (which may involve units larger than the word). Many factors
account for their use, e.g. a speaker cannot remember a particular word, so
coins an alternative approximation (as in /inguistified, heard from a student
who felt he was getting nowhere with linguistics), or is constrained by
circumstances to produce a new form (as in newspaper headlines). Nonce
formations have occasionally come to be adopted by the community — in
which case they cease by definition to be ‘nonce’ (forms used ‘for the
(n)once’), and become neologisms.

Onomasiology is a term sometimes used in semantics to refer to the study of
sets of associated concepts in relation to the linguistic forms which designate
them, e.g. the various ways of organizing lexical items conceptually in thesauri.

Paronymy is a term sometimes used in semantic analysis to refer to the
relationship between words derived from the same root. It is especially applied
to a word formed from a word in another language with only a slight change:
French pont and Latin pons are paronyms, and the relationship between them
is one of paronymy.

Examples of paronymy in Ukrainian: 6izumu — 6inimu; cunvnuil — cuno-
8Ull; CMYNiHb — CIEeNniHb.
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Polysemy is a term used in semantic analysis to refer to a lexical item
which can be used in a range of different senses, e.g. plain = ‘clear’, “una-
dorned’, ‘obvious’ ...; also called polysemia; opposed to monosemy
(or univocality). A large proportion of a language’s vocabulary is polysemic
(or polysemous). The theoretical problem for the linguist is how to distinguish
polysemy (one form — several senses) from homonymy (two lexical items
which happen to have the same phonological form).

Positional mobility is a term often used in linguistics to refer to a defining
property of the word, seen as a grammatical unit. The criterion states that the
constituent elements of complex words are not capable of rearrangement
(e.g. unsuccessful cannot vary to produce full-un-success, etc.), thus con-
trasting with the way words themselves are mobile in sentences, i.e. they can
occur in many contrasting positions.

Potential word is a term for any word which can be generated using the
word-formation rules of a language, even though it has not yet been attested.
In English, the attested lexicon includes revision from revise, but not devi-
sion (from devise), which thus remains part of the potential lexicon.

Pragmatics. Pragmatic theory was first originated as a philosophical
theory (Morris, 1938; Wittgenstein, 1953; Austin, 1962; Strawson, 1964;
and Searle, 1969). It can be seen, at least, in two fields: (1) a branch of
semiotics — the study of signs, where it is concerned with the relationship
between signs or linguistic expressions and those who use them; (2) a
branch of linguistics which deals with the contexts in which people use
language and behaviour of speakers and listeners. In modern linguistics
pragmatics has come to be applied to the study of language from the point
of view of the users, especially of the choices they make, the constraints
they encounter in using language in social interaction, and the effects their
use of language has on the other participants in an act of communication.
The field focuses on an ‘area’ between semantics, sociolinguistics and
extralinguistic context; but the boundaries with these other domains are as
yet incapable of precise definition. At present, no coherent pragmatic theory

227

Glossary

has been achieved, mainly because of the variety of topics it has to account
for — including aspects of deixis, conversational implicatures, presupposi-
tions, speech acts and discourse structure.

Prefix is a term used in morphology referring to an affix which is added
initially to a root or base (stem). The process of prefixation
(or prefixing) is common in English, for forming new lexical items
(e.g. para-, mini-, un-), but English does not inflect words using prefixes.
Languages which do inflect in this way include German (e.g. the ge- of
perfective forms), Greek, Ukrainian (3- /3i-, c- for perfective forms: opamu —
3opamu) and some others.

Productivity is a general term used in linguistics to refer to the creative
capacity of language users to produce and understand an indefinitely large
number of utterances. The term is also used in a more restricted sense with
reference to the use made by a language of a specific feature or pattern.
A pattern is productive if it is repeatedly used in language to produce further
instances of the same type (e.g. the derivational affix -er in English is produc-
tive as it can be added to any verb to denote a doer of the action).
Non-productive (or unproductive) patterns lack any such potential;
e.g. the change from mouse to mice is not a productive plural formation — new
nouns would not adopt it, but would wuse instead the productive
s-ending pattern. Semi-productive forms are those where there is a limited or
occasional creativity, as when a prefix such as un- is sometimes, but not
universally, applied to words to form their opposites, e.g. happy =
unhappy, but not sad = *unsad.

Reduplication is a term in lexicology for a process of word-formation
whereby the form of a word is reduplicated with some changes as in helter-
skelter, shilly-shally. The phonological processes involved in reduplication
have been a particular focus of prosodic morphology, which distinguishes
the base form of the reduplication from the repeating element
(the reduplicant).
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Root is a term often used in linguistics as part of a classification of the
kinds of element operating within the structure of a word. A root is the basic
form of a word which cannot be further analysed without total loss of identity.
Putting this another ways, it is that part of the word left when all the affixes are
removed. In the word meaningfulness, for example, removing -ing, -ful and
-ness leaves the root mean. Roots may be classified in several different ways.
They may be ‘free’ morphemes, such as mean (i.e. they can stand alone as a
word), or they may be ‘bound’ morphemes, such as -ceive (e.g. receive,
conceive, deceive). From another point of view, roots are sometimes classified
as ‘simple’ (i.e. compositionally unanalysable in terms of morphemes) or
‘complex’/’compound’ (i.e. certain combinations of simple root forms, as in
blackbird, careful, etc.), though for the latter the term stem is commonly used.
From a semantic point of view, the root generally carries the main component
of meaning in a word. From a historical viewpoint, the root is the earliest form
of a word, though this information is not relevant to a synchronic analysis
(and may not always coincide with the results of it).

Semantic feature is a minimal contrastive element of a word’s meaning;
in some approaches, called a semantic component. Gir/, for example, might
be analysed into such features as ‘young’, ‘female’ and ‘human’.

Semantic field theory is an approach which developed in the 1930s; it took
the view that the vocabulary of a language is not simply a listing of independ-
ent items (as the headwords in a dictionary would suggest), but is organized
into areas, or fields, within which words interrelate and define each other in
various ways. The words denoting colour are often cited as an example of a
semantic field: the precise meaning of a colour word can be understood only
by placing it in relation to the other terms which occur with it in demarcating
the colour spectrum.

Semantic triangle is a particular model of meaning which claimed that
meaning is essentially a threefold relationship between linguistic forms, concepts
and referents. It was proposed by C. K. Ogden (1889-1957) and
L. A. Richards (1893—-1979) in the 1920s, in their book The Meaning of Meaning.
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Seme is a term used by some European linguists (e.g. Eugen Coseriu
(1921-2002)), to refer to minimal distinctive semantic features operating
within a specific semantic field, e.g. the various defining properties of cups v.
glasses, such as ‘having a handle’, ‘made of glass’.

Sememe is the meaning of a morpheme. Linguists assume that each
sememe is a constant and definite unit of meaning, different from all other
meanings in the language. In some semantic theories it is used to refer to a
feature of meaning equivalent to the notion of ‘semantic component’ or
‘semantic feature’ of meaning.

Semiosis is the term used in semiotics to denote the action of a triadic sign.
The triad consists of: the representamen as the signifying stimulus, the object
represented by the sign, the interpretant as the outcome of the sign in the mind
of its interpreter.

Semiotics is the scientific study of signs and sign systems whether natural or
artificial. It is the theory of signification, that is, of the generation or production
of meaning. In contrast to semiology, which studies sign systems and their
organization (e.g. traffic codes, sign language), semiotics concerns itself with
how meaning is produced. In other words, what interests the semiotician is what
makes a sign meaningful, how it signifies and what precedes it on a deeper level
to result in the manifestation of meaning.

Sense as a linguistic term is usually contrasted with reference, as part of an
explication of the notion of meaning. Reference, or denotation, is seen as
extralinguistic — the entities, states of affairs, etc. in the external world which a
linguistic expression stands for. Sense, on the other hand, refers to the system
of linguistic relationships (sense relations or semantic relations) which a
lexical item displays when used in speech.

Sign is a term in semiotics that refers to something which stands to
somebody for something else in some respect or capacity. A sign stands for
something to the idea which it produces, or modifies. Or, it is a vehicle
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conveying into the mind something from without. That for which it stands is
called its Object and the idea to which it gives rise, its Interpretant.

Suffix is a term used in lexicology referring to an affix which is added
following a root or base (stem). The process of suffixation or suffixing is
common in English, both for the derivational formation of new lexical items
(e.g. -ize, -tion) and for expressing grammatical relationships (inflectional
affixes such as -s, -ed, -ing).

Stem is a term often used in linguistics as part of a classification of the
kinds of elements operating within the structure of a word. The stem may
consist solely of a single root morpheme (i.e. a ‘simple’ stem, as in man), or of
two root morphemes (e.g. a ‘compound’ stem, as in blackbird), or of a root
morpheme plus a derivational affix (i.e. a ‘complex’ stem, as in manly,
unmanly, manliness). All have in common the notion that it is to the stem that
inflectional affixes are attached.

Suffix is a term used in morphology referring to an affix which is added
following a root or stem. The process of suffixation or suffixing is common in
English, both for the derivational formation of new lexical items (e.g. -ize,
-tion) and for expressing grammatical relationships (inflectional endings such
as -s, -ed, -ing).

Synecdoche is the result of the semantic process when a form of a linguis-
tic unit denoting a part of something is transferred to the whole of it, for
example, a pair of hands for ‘a worker’, ABC (alphabet), man (humanity), or
the whole of something is used to refer to a part, for example, the law for ‘a
police officer’. In a metonymy, the word we use to describe another thing is
closely linked to that particular thing, but is not a part of it. For example, the
word crown is used to refer to power or authority is a metonymy. It is not a
part of the thing it represents.

Synesthesia is a metaphorical process by which one sense modality is de-
scribed or characterized in terms of another, such as “a bright sound” or
“a quiet color”.
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Synonymy is a term used in lexicology to refer to a major type of sense re-
lation between lexical items: lexical items which have the same meanings are
synonyms. For two items to be synonyms, it does not mean that they should be
identical in meaning, i.e. interchangeable in all contexts, and with identical
connotations — this unlikely possibility is sometimes referred to as total syno-
nymy. Synonymy can be said to occur if items are close enough in their mean-
ing to allow a choice to be made between them in some contexts, without there
being any difference for the meaning of the sentence as a whole. Linguistic
studies of synonymy have emphasized the importance of context in deciding
whether a set of lexical items is synonymous. For example, in the context What
a nice — of flowers, the items range, selection, choice, etc., are synonymous; but
in the context Her — of knowledge is enormous, only range can be used, along
with a different set of synonyms, e.g. breadth. Synonymy is distinguished from
such other sense relations as antonymy, hyponymy and incompatibility.

Syntagmatic is a fundamental term in linguistics, originally introduced by
Ferdinand de Saussure to refer to the sequential characteristics of speech, seen
as a string of constituents (sometimes, but not always) in linear order. The
relationships between constituents (syntagms or syntagmas) in a construction
are generally called syntagmatic relations. Sets of syntagmatically related
constituents are often referred to as structures. Syntagmatic relations, together
with paradigmatic relations, constitute the statement of a linguistic unit’s
identity within the language system

Tertium comparationis is a background of sameness, and the sine qua
non for any justifiable, systematic study of contrasts. All comparisons involve
the basic assumption that the objects to be compared share something in
common, against which differences can be stated. This common platform of
reference is called tertium comparationis. Depending on the platform of
reference (or tertium comparationis), which we adopt, the same objects turn
out to be either similar or different. Tertia comparationis in contrastive
lexicological studies depend on the approach selected
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Theory is a system of hypotheses for describing and/or explaining a
certain area of objects. Each theory must satisfy certain requirements, such as
consistency, completeness, adequacy, simplicity.

Theoretical contrastive lexicological studies provide an adequate model
for the comparison of lexical units/lexical systems and determine how and
which elements are comparable. They are language independent, which means
that they do not investigate how a particular lexical category or item present in
language A is presented in language B, but they look for the realization of an
universal category X in both A and B. The adequacy of the comparison as well
as its exhaustiveness will be determined by the adequacy of the theoretical
model underlying the analysis.

Triadic is a term used to characterize a theory of meaning which postulates
that there is an indirect relationship between linguistic forms and the entities,
states of affairs, etc., to which they refer (i.e. referents). Instead of a direct
twoway relationship (a dualist theory), a third step is proposed, corresponding
to the mental concept or sense of the linguistic form. The best-known triadic
model is the ‘semantic triangle’ of C. K. Ogden (1889—1957) and I. A. Richards
(1893-1979), presented in their book The Meaning of Meaning in 1923.

Word is a linguistic unit characterized by a) a dialectical unity of form and
content; b) internal stability (in terms of the order of the component
morphemes); c¢) capability of functioning alone and positional mobility (per-
mutable with other words in the sentence). Words as a unit of expression has
universal intuitive recognition by native-speakers, in both spoken and written
language. However, there are several difficulties in arriving at a consistent use
of the term in relation to other categories of linguistic description, and in the
comparison of languages of different structural types. These problems relate
mainly to word identification and definition. They include, for example, deci-
sions over word boundaries (e.g. is a unit such as washing machine two words,
or is it one, to be written washing-machine?), as well as decisions over status
(e.g. is the a word in the same sense as is chair?). Three main senses of ‘word’
are usually distinguished (though terminology varies): (a) words are the physi-
cally definable units which one encounters in a stretch of writing (bounded by

233

Glossary

spaces) or speech (where identification is more difficult, but where there may
be phonological clues to identify boundaries, such as a pause, or juncture
features); (b) there is a more abstract sense, referring to the common factor
underlying the set of forms which are plainly variants of the same unit, such as
walk, walks, walking, walked. The “underlying’ word unit is often referred to as
a lexeme. Lexemes are the units of vocabulary, and as such would be listed in a
dictionary; (c) a comparably abstract sense set up to show how words work in
the grammar of a language. A word, then, is a grammatical unit, of the same
theoretical kind as morpheme and sentence. In a hierarchical model of analysis,
sentences (clauses, etc.) consist of words, and words consist of morphemes
(minimally, one free morpheme). Several criteria have been suggested for the
identification of words in speech. One is that words are the most stable of all
linguistic units, in respect of their internal structure, i.e. the constituent parts of
a complex word have little potential for rearrangement, compared with the
relative positional mobility of the constituents of sentences and other grammati-
cal structures. A second criterion refers to the relative ‘uninterruptibility’ or
cohesiveness of words, i.e. new elements (including pauses) cannot usually be
inserted within them in normal speech: pauses, by contrast, are always poten-
tially present at word boundaries. A criterion which has influenced linguists’
views of the word since it was first suggested by Leonard Bloomfield
(see Bloomfieldian) is the definition of word as a ‘minimal free form’, i.e. the
smallest unit which can constitute, by itself, a complete utterance. On this basis,
possibility is a word, as is possible (contexts could be constructed which would
enable such units to occur as single-element sentences, e.g. Is that a probable
outcome? Possible.), but -ity is not (nor would any affix be). Not all word-like
units satisfy this criterion, however (e.g. a and the in English), and how to
handle these has been the subject of considerable discussion.

Word-formation is the branch of the science of language which studies
the patterns on which a language forms new lexical units, i.e. words. Thus
word-formation is said to treat of composites which are analyzable both
formally and semantically. Word-formation rules specify how to form one
class of words out of another.
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NOTES

HaBuanpHuii MOCIOHMK MNPWU3HAYEHO I CTYJACHTIB  OCBITHBO-KBamiiKaiifHOrO  piBHS
«bakanaBpy» criemianbHOCTI «Dinonoris», 30KpemMa, MepeKIaJalbKiuX BiIIJICHb BHIIMX HaBYAIBHUX
3aKnajaiB. Briepmie y BITYM3HSHIM JIHIBICTHII NPOMOHYETHCS CHCTEMAaTH30BaHMII KOHTPACTHBHHI
aHasi3 aHrIChKOl Ta YKPaiHCHKOI JISKCHKHU 3 MPEICTABICHHAM HOT0 TEOPETHYHUX Ta MPAKTUYHHUX
acrekTiB. [ligpyYHuK cKIagaeTbes 3 8 po3AiIiB, KOXKEH 3 SKUX BKJIIOYAE TEKCT JICKII], 3aBJIaHHS IS
CeMIHapChKOTO 3aHATTS, CIUCOK OCHOBHOI JITEpaTypu Ta JOAATKOBI TEKCTH JUISI MOTJIHOJIEHOTO

CaMOCTIHHOTO OINPALIOBaHHS TEMH.
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